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ABSTRACT

The human body consists of a variety of tissues and cavities with different
physical and radiological properties. Most important among these, from a radi-
ation dosimetry perspective, are tissues and cavities that are radiologically dif-
ferent from water, including lungs, oral cavities, teeth, nasal passages, sinuses,
and bones. The dose distribution is affected by these tissue inhomogeneities and
since treatments are becoming increasingly conformal, the opportunity for geo-
graphic misses of the target due to incorrect isodose coverage increases. In view
of the inconsistent use of inhomogeneity corrections, the recent advances in the
dose calculation algorithms, the improved 3D image acquisition and display
capabilities, and the trend towards dose escalation in smaller target volumes,
the Radiation Therapy Committee (RTC) of the American Association of
Physicists in Medicine (AAPM) commissioned Task Group 65 (TG 65) to
review this subject specifically for megavoltage photon beams. The specific
objectives of this Task Group are: (a) to review the clinical need for inhomo-
geneity corrections and the currently available methodologies for tissue inho-
mogeneity corrections in photon beams; (b) to assess the known advantages
and disadvantages of each of the currently available algorithms; (c) to make
recommendations regarding the types of procedures that should be used to
assess the accuracy of inhomogeneity correction procedures and the clinical
application of specific inhomogeneity corrections for different anatomical
regions. This report summarizes the findings of the Task Group and aims to
provide the practicing clinical medical physicist with sufficient physical and
mathematical insight into the inhomogeneity problem to be able to discern the
capabilities and limitations of the particular method(s) available, to advise radi-
ation oncologists as to the accuracy of the predicted doses and prescriptions,
and to advise both so they are able to make informed decisions during the pur-
chase of treatment planning systems.
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I. INTRODUCTION

The human body consists of a variety of tissues and cavities with different
physical and radiological properties. Most important among these, from a radi-
ation dosimetry perspective, are tissues and cavities that are radiologically dif-
ferent from water, including lungs, oral cavities, teeth, nasal passages, sinuses
and bones. In some instances, foreign materials, such as metallic prostheses,
are also present. To maximize the therapeutic benefit of radiation therapy, it is
essential that the absorbed dose delivered to all irradiated tissues in the pres-
ence of such inhomogeneities be predicted accurately.

Optimization of therapeutic benefit is dependent on maximizing the dose to
the planning target volume while minimizing the dose to normal tissues. This
optimization requires the accurate, three-dimensional localization of both the
diseased target tissues and the sensitive normal tissues. In the last two decades,
major progress in imaging technology has improved our ability to identify and
to localize these critical volumes and to determine their densities in vivo on a
voxel-by-voxel basis. Furthermore, radiation therapy treatment delivery systems
have advanced to the point where volumes can be irradiated to millimeter pre-
cision. The combination of enhanced imaging procedures and beam modulation
(aperture and intensity) techniques allow the radiation dose to be precisely con-
formed around the targeted tissues. One result of improved conformality is dose
escalation studies in which the requirements/restrictions on the accuracy of the
computed dose distributions are of even greater importance due to the potential
for increased complication rates if the dose is inaccurately predicted.

The photon dose calculation problem is summarized in Figure 1. The accurate
delivery of a prescribed dose to a well-defined target volume is dependent firstly
on the accuracy with which the radiation beam can be calibrated under well-con-
trolled reference conditions in a uniform water-like phantom (Figure 1a).
Secondly, the dose at any point of interest within the patient must be calculated
and correlated to the calibration dose. Figure 1b demonstrates some of the vari-
ables that must be considered in the photon beam dose calculation procedure,
which is discussed below.

Until the 1970s, dose distributions were generally calculated by assuming
that the patient was composed entirely of water. This was mainly due to the lack
of patient-specific anatomical information. With the advent of computed tomog-
raphy (CT), it became possible, for the first time, to actually derive electron
density information in vivo, which could be incorporated into the dose calcula-
tion process. This, combined with tremendous advances in computer technol-
ogy, resulted in much research with the aim of improving dose calculation
procedures, which account for the complex physical processes associated with
the irradiation of the heterogeneous human body.

Today, we are able to derive very precise three-dimensional information
from a variety of imaging modalities including CT, magnetic resonance (MR),
positron emission tomography (PET), single photon emission computed tomog-
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raphy (SPECT), digital angiography, and ultrasound. All this information can
be processed for the improved delineation of diseased and normal tissues within
the body. Computer workstations allow for the virtual simulation of the patient
treatment by superimposing beam geometries at any orientation on the patient
image set. This provides an environment for integrating 3D calculation and dis-
play tools into the treatment planning process.

Yet, in spite of this sophisticated technology, many radiation therapy depart-
ments have only achieved limited use of imaging data in the dose calculation
process. In fact, many cancer centers still do not use patient-specific tissue den-
sity corrections. This may be due in part to the cost and effort of implementing
new imaging technologies, limited access to these technologies in individual
radiation therapy institutions, and the variability in the implementation and
capabilities of tissue inhomogeneity corrections. These limitations complicate
the standardization of dose delivery and contribute to uncertainties when com-
paring clinical outcomes, especially in the context of multi-center clinical trials.
However, the judicious selection of proper calculation methods will improve
dose standardization. Furthermore, dose coverage is also affected by tissue
inhomogeneity, leading to additional variability. Because treatments are becom-
ing increasingly conformal, the opportunity for geographic misses of the target
due to incorrect isodose coverage prediction increases. This report will provide
guidance to clinical physicists, dosimetrists, and radiation oncologists who aim

Figure 1. The photon dose calculation problem: (a) beam calibration in water
and (b) calculation of the dose distribution in patient.
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to improve the accuracy of absolu e dose prescriptions and dose distributions
for the patient. The report assumes that the inhomogeneity corrections will be
applied to patient-specific CT data and not to external, contour-based descrip-
tion of the patient.

In view of: 

• the inconsistent use of inhomogeneity corrections,
• the recent advances in the dose calculation algorithms,
• improved 3D image acquisition and display capabilities, and
• the trend towards dose escalation in smaller target volumes,

the Radiation Therapy Committee (RTC) of the American Association of
Physicists in Medicine (AAPM) commissioned Task Group 65 (TG 65) to
review this subject specifically for megavoltage photon beams. The specific
objectives of this Task Group were:

1. To review the clinical need for inhomogeneity corrections.
2. To review currently available methodologies for tissue inhomogeneity

corrections in photon beams.
3. To assess the known advantages and disadvantages of each of the cur-

rently available algorithms.
4. To make broad recommendations on the use of inhomogeneity corrections

in the clinical environment.

This report summarizes the findings of the Task Group and will provide the
practicing medical physicist with sufficient physical and mathematical insight into
the inhomogeneity problem to be able to discern the capabilities and limitations of
the particular method(s) available, to advise radiation oncologists as to the accu-
racy of the predicted doses and correct prescriptions, and to advise both as to
make informed decisions on the purchase of new treatment planning systems.

II. NEED FOR INHOMOGENEITY CORRECTIONS

A. Required Dose Accuracy

Radiation therapy is a complex process involving many steps with the accu-
racy of each step having a potential impact on tumor control or normal tissue
complications. The sources of geometric and dosimetric uncertainties are
known, but because of variations in tumor and normal tissue response, it is dif-
ficult to quantify the impact of these uncertainties in the clinical setting. A
statement of the accuracy in dose required in clinical radiation therapy is gen-
erally predicated by four considerations:

1. The slope of dose-effect curves.
2. The level of dose differences that can be detected clinically.
3. Statistical estimates of the level of accuracy needed for clinical studies.
4. The level of dose accuracy that will be practically achievable.
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1. Slopes of dose-effect curves

It is well established that both tumor control probabilities (TCP) and normal
tissue complication probabilities (NTCP) have a sigmoidal dependence on radi-
ation dose.1,2,3,4,5 TCP and NTCP model calculations may be used in a relative
manner to evaluate and optimize three-dimensional (3D) treatment plans.6,7

Important parameters to describe the response are D50 (the dose yielding a
response (TCP or NTCP) in 50% of a patient population), and the normalized
dose gradient g.8 The parameters D50 and g (or as it applies to the Linear
Quadratic model the a/b ratio) are organ and injury (endpoint) specific and can
be calculated only from clinical data. In general the D50 value for tumor control
increases with tumor size while for normal tissue injury, it decreases with larger
irradiated volumes.9,10,11 There is a large variation in the reported slopes of dose-
effect curves for the different tumors and normal tissues depending on their
separate radiobiological characteristics. However, it has been extensively
reported that the slopes of the dose-response curves appear to be steeper for
normal tissues than for tumors, which mainly stems from their differences in
their intrinsic radiobiology and internal structural organizations.5,8,12,13 The
delayed introduction of radiobiological treatment planning in the clinical rou-
tine stems from the fact that there are significant problems in the determination
of the actual parameters to be used in the models14,15 but also the foundations of
the biological models that at present are subject to some controversy.16 To
improve the state of the art, high accuracy and quality must also be enforced in
dose reporting.17,18 In an attempt to quantify the actual accuracy needed, Boyer
and Schultheiss19 studied the influence of dose uncertainty on complication-free
tumor control and concluded that a 1% accuracy improvement results in 2%
increase in cure rate for early stage tumors. While the importance of dosimet-
ric accuracy depends on the absolute dose delivered (i.e., the region of the
dose-effect curve), the mid-range represents the steepest portion of this curve
and will require the greatest dosimetric accuracy. At this point, a 5% change in
dose may result in a 10% to 20% change in tumor control probability at a TCP
of 50%. Similarly, a 5% change in dose may result in a 20% to 30% impact on
complication rates in normal tissues. The results mentioned above refer to
changes caused by homogeneous dose distributions covering the whole tumor
or organ at risk considered, which is characterized by certain D50 and g values.
Nevertheless, they demonstrate the potential impact that a certain change in
dose to the clinical outcome may have.

2. The level of dose differences that can be detected clinically

At least two examples20 have been reported where a 7% difference in dose
delivered to different groups of patients was discovered independently by a
radiation oncologist through clinical observations. Two experiences from the
Institut Gustave Roussy are reported: one was related to tumor regression, the
other related to normal tissue reactions.
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The first study (carried out in the early sixties) was intended to demonstrate
that high-energy photons or electrons give the same effects on tumors for the
same dose. Patients with squamous cell carcinoma of the tonsil were random-
ized and three observers recorded the tumor regression during the treatment.
They reported a significant difference between electron and photon treatments
nominally identical in dose (18 fractions of 2.5 Gy in 40 days). The small num-
ber of patients (20) that was studied in each arm of the trial was enough to
show a definitely smaller efficiency of the electron treatment. This led to the
discontinuation of the trial. A new calibration of the dosimetry for both pho-
tons and electrons was achieved with ferrous sulphate during the following
months and showed for the high-energy calibration, a departure from the
cobalt-60 calibration that had been used during the trial. The new calibration
led to a 7% difference between the doses of electrons and photons. This could
explain the difference observed in tumor regression between the two kinds of
treatment.

The second experience was described in an internal report as follows: The
radiotherapist (i.e., radiation oncologist) in charge of gynecological patients
treated with high-energy photons (25 MV) on the Sagittaire (CGR MeV linac)
mentioned to the physics department that he suspected an error in dosimetry
because he observed reactions on patients which were more severe than usual.
These were skin reactions on the skin folds and also diarrhea in patients irradi-
ated to a prescribed tumor dose equal to 50 Gy to the whole pelvis 5 times a
week for 5 weeks. After a careful rechecking of the linac, the physics depart-
ment found an underestimation of the calibration factors of the monitor cham-
ber leading to a systematic overdosage of the patients; the reason was the
misuse by a junior physicist of the correction factors applied to the ionization
chamber. The overdosage was estimated to be 10% between September and
November 1970 and 7% between November 1970 and March 1971. The num-
ber of patients who had been overdosed for a part or for the full course of their
treatment was 21 between September and November 1970 and 67 between
November 1970 and March 1971. Fifty patients out of the eighty-eight over-
dosed had finished their treatment course over 2 months before the radiothera-
pist (i.e., radiation oncologist) suspected the error. No striking reaction was
observed on the other (non-gynecological) patients.

Thus it could be concluded that at least a 7% difference in dose delivered is
manifested in the patient’s response to radiation treatment and is detectable
clinically by a radiation oncologist.

3. The level of accuracy needed for clinical studies

The level of dose accuracy required for clinical trials depends on the ability
to demonstrate a statistically significant improvement in clinical outcome as the
dose is altered. Some authors5,8,13,21,22 have looked at the steepness of dose-effect
curves to estimate the required accuracy (as discussed above) while others have
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analyzed dose distributions and treatment plans done with and without inho-
mogeneity corrections in lung.23,24,25,26,27

A side benefit but important consequence of including inhomogeneity cor-
rections is the impact on the number of patients required in clinical trials.
Orton and co-workers28 have evaluated the difference in the number of patients
required to demonstrate a statistically significant difference in the probability of
tumor control (TCP) between two arms of a dose-escalation study and its
dependence on the level of uncertainty in delivered dose. They have demon-
strated the importance of making lung corrections even if the correction algo-
rithms are not absolutely accurate. They presented the case of a dose-escalation
study where inhomogeneities are present and no correction is applied (example
1) and when approximate correction is applied (example 2). For both examples
it is assumed that a 10% change in TCP results from a 5% change in dose.
Further, it is assumed that the standard error in TCP is 10%.

In the first example (no correction) an extra standard error in TCP due to
lung attenuation is added which is also 10% (equivalent to a 5% standard error
in dose). Then the overall standard error is , since standard errors
propagate in quadrature, i.e. the standard error in observed TCP is increased
by a factor of due to lung attenuation variations. Hence, for the same con-
fidence level, the new number of patients required n¢ is given by n¢ = a2n, where
a is the overall standard error and n the initial number of patients required. In
this example n¢ = 2n, i.e., twice as many patients are needed in order to dis-
criminate between the control probabilities in each arm of the clinical study.

In the second example (approximate correction) it is assumed that the
approximate lung correction reduces the additional standard error in TCP due
to lung attenuation from 10% to 5%, the overall standard deviation reduces
from to . Hence n¢ = 1.25n, i.e., only 25% more patients
are needed.

Furthermore, inhomogeneity corrections reduce the uncertainty in absolute
dose, yielding a more controlled study with less variability in absolute dose
delivery. Thus far, two clinical trials for the treatment of lung cancer have been
performed through the Radiation Therapy Oncology Group (RTOG):

• The RTOG-880829 trial, which closed in 1993, required treatment plans to
be performed with a retrospective heterogeneity correction. These patients
were treated, however, according to prescriptions and dose distributions
based on dose in water. The isodose calculations were then repeated with
heterogeneity corrections and absolute dose distributions were computed
using the homogeneous dose prescriptions in water. In addition, an inde-
pendent calculation of delivered dose to the isocenter using the Batho cor-
rection method was performed. Of the 490 patients enrolled, a total of 322
patients have been documented in this manner. This study found that for
all fields the mean inhomogeneity correction factor at the isocenter was
1.05±0.05 (SD) with an overall range of 0.95 to 1.28, i.e., a 33% spread
in the dose delivered (an inhomogeneity correction factor is applied to

10 1 25. %( )10 2( )%

2

10 2( )%
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make adjustments to the uncorrected distribution to account for variations
in tissue density).

• In the RTOG 88-08 study, the treatment plans were however limited to a
single central plane. The RTOG30 initiated a three-dimensional (3D) treat-
ment planning study for lung cancer. RTOG 93-11 is a dose escalation
study that is similar to RTOG 8808, requiring institutions to submit uncor-
rected and corrected dose distributions. Again, the patients were treated
according to uncorrected treatment plans. Doses are taken to the maxi-
mum level of 90.3 Gy based on calculations for water. RTOG 93-11 will
then provide additional information in the 3D context. Clearly, the correct
implementation of inhomogeneity corrections methods can reduce the
dose uncertainty, remove ambiguity in the interpretation of outcomes, and
subject fewer patients to clinical trials.

Earlier reports that are not based on clinical trials data also cite specific
numerical examples of the effects of inhomogeneity corrections on dose. Mah
and Van Dyk23 previously reviewed, quantitatively, dose distributions for 100
patients who had thoracic irradiation for a variety of malignancies. The general
conclusions were: 

(1) within lung, correction factors are significant in the majority of patients, 
(2) within the target volume, correction factors can also be quantitatively

significant for many situations, 
(3) dose uniformity in lung is worse when the distributions are corrected for

inhomogeneities, and
(4) in approximately 80% of the patients studied, the probability of radia-

tion-induced lung damage would be underestimated by at least 5% if
lung corrections were not applied. These conclusions are consistent with
the later review of the RTOG trials data.

In the literature many authors cite reasons for and against the use of lung
corrections.23,24,25,26,28,31 It has been argued by some that tissue inhomogeneity
corrections should not be used at all since current clinical practice and dose
prescriptions are largely based on historical experience with tissue response to
dose in water. However, the clinical data above indicate that even for simple
anterior-posterior parallel-opposed fields encompassing the mediastinum and
lung regions, the corrections at the reference target point could range between
0.95 and 1.16, and are even larger for oblique or lateral fields. Because the
entire dose distribution can be distorted by tissue inhomogeneity, not only is the
dose to the target volume affected, but also so are the doses to nearby organs at
risk. For example, the dose to the spinal cord will increase due to lung trans-
mission, and simultaneously decrease due to absorption of surrounding
upstream vertebral bodies, and further decrease because of the decreased scat-
ter due to the adjacent low-density lung.

Today, many dose escalation clinical trials limit the target dose levels
according to the dose to organs at risk. Therefore accurate assessment of dose
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distributions, in addition to absolute point dose, is vital. The proper choice and
implementation of inhomogeneity corrections methods reduces the uncertainty,
and allows dose prescriptions to be optimized for each patient accordingly.
Furthermore, correction of the relative dose distributions is important for the
optimization of the field size in achieving tumor coverage in conformal radio-
therapy. For example in lung cancer, where there is an enlargement of the irra-
diated volume32,33,34,35,36,37,38,39 caused by the excessive lateral diffusion of electrons
[see section III.C.(b)], the field dimensions should be adjusted according to the
dose distribution with inhomogeneity correction.

4. The level of dose accuracy that will be practically achievable

A statement of dose accuracy goals should be based on what is realistically
achievable, in light of the magnitude and relative importance of all other uncer-
tainties known at the present time. Various authors5,8,20,40,41,42,43,44,45,46,47 have
reviewed uncertainties associated with the dose delivered to the patient by
examining the individual steps within the dose determination process. Their
estimates are summarized in Table 1. It is important to appreciate the impact
that different sources of error have on the overall uncertainty, excluding the
dose calculation step. When 2% to 3% errors in the dose computation are fac-
tored into the total uncertainty, the overall error is @5% or larger. The above
estimates are valid when a complete and comprehensive quality assurance (QA)
program is followed. Larger errors should be expected when more complex
treatment techniques are applied. However, with the anticipated reductions in
overall uncertainties in the near future due to improved imaging and radiation

Table 1. Estimates of Uncertainty (in terms of one standard deviation) 
in absolute dose in the patient for the complete treatment procedure 

using megavoltage photons, today and in the future.

Source of Uncertainties Uncertainty at Uncertainty in 
Present (%) Future (%)

Dose at the calibration point in water 2.5 1.0

Additional uncertainty for other points 0.6 0.3

Beam Monitor stability 1.0 0.5

Beam flatness 1.5 0.5

Patient data 1.5 1.0

Patient set up and organ motion 2.5 2.0

Overall (excluding dose calculation) 4.3 2.5

Dose calculation algorithm (multiple levels) 1.0 / 2.0 / 3.0 / 5.0 1.0 / 2.0 / 3.0

TOTAL 4.4 / 4.7 / 5.2 / 6.6 2.7 / 3.2 / 3.9
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technology, it becomes evident that even more accurate dose calculation algo-
rithms will become desirable. 

B. Recommended Accuracy in Tissue Inhomogeneity Corrections

As indicated in Table 1, there are many considerations in the uncertainty
estimation of the dose delivered to the patient. Accepting that (in terms of one
standard deviation) the present overall desired accuracy is 5% in the dose deliv-
ered to a volume (or point) and that it may be realistic to expect 3% to be
achievable in the near future, then the accuracy of computed dose distributions
should be between 1% to 2%. Since relative dose calculations have convention-
ally comprised two steps: (i) a calculation in a homogeneous medium, and (ii)
a tissue inhomogeneity correction, each of these independent components, if
divided evenly, would have to be determined with an uncertainty of less than
1.4%. For computational methods, which do not require an a priori calculation
of dose in water, the overall uncertainty in the directly computed dose distribu-
tion should be less than 2%.

As will be shown later (in section V), this level of accuracy is very difficult
to achieve with many existing algorithms. Some traditional methods produce
systematic errors of much greater magnitude, (well in excess of 10% in the tho-
rax for example), especially when charged particle equilibrium is not assured.
However, this limitation should be balanced against the inadequacy of perform-
ing no corrections at all. 

For situations other than lung, the clinical impact and need for accuracy has
not been assessed as extensively. This is true for bone and various smaller cav-
ities throughout the body. The effects of metallic prostheses are of particular
interest due to their high attenuation characteristics and large dose interface
effects. The AAPM report of Task Group 6348 reviews and makes recommenda-
tions on the effects of metallic hip prostheses. While the overall clinical impact
may not be well understood, the general principle of 3% accuracy in dose
delivery with the corresponding need for better than 2% accuracy in correcting
for inhomogeneities is a reasonable, albeit challenging, goal.

Clearly, the standardization of absolute dose delivery cannot be achieved if
the uncontrolled variability caused by the anatomy, geometry, and density asso-
ciated with individual patients is not accounted for. Accurate dose determina-
tion including inhomogeneity corrections is an essential component of dose
optimization and the objective analysis of clinical results, especially with the
advent of 3D precision conformal radiotherapy and with the extension of inten-
sity-modulated radiation therapy (IMRT) treatments to structures that have not
been irradiated before.

We now review the underlying radiation physics of tissue inhomogeneity cor-
rections. This knowledge is especially important in understanding the strengths
and limitations of the existing dose algorithms.
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III. RADIATION PHYSICS RELEVANT TO PHOTON 
INHOMOGENEITY CALCULATIONS

This section provides a summary of the major physical processes that under-
lay the absorption of photon energy in different tissues. More details of the
physics involved can be found in several excellent textbooks.49,50 Our goal in this
section is therefore only to summarize the key concepts to assess the basis,
strengths, and limitations of tissue inhomogeneity calculations presented later.
Our starting point is a spatial, spectral, and directional distribution of photon
fluence entering the patient’s surface as one would get from a Monte Carlo sim-
ulation of a treatment machine.51,52,53

The deposition of energy in tissue from a photon beam is fundamentally a
two-step process:

(1) the photons interact in the medium to impart kinetic energy to charged
particles (i.e., the TERMA step, see paragraph III.A.)

(2) charged particles then deposit their given energy through ionization and
excitation events along a finite track (i.e., the DOSE step, see paragraph
III.B.). 

If charged particle equilibrium (CPE) is established, then there is a linear
relationship between TERMA (total energy released per unit mass) and
dose49 and the two steps are effectively blended into a single calculation.
However, if this condition does not hold (e.g., at tissue interfaces and beam
edges), this simplification is invalid and the two steps must be more clearly
distinguished.

A. Photon Interactions: The TERMA Step

The initial photon interactions within tissue are characterized by a linear
attenuation coefficient (m) which is the probability of a photon interacting per
unit distance. This probability depends on: (i) the incident photon energy; E
(MeV), (ii) the tissue density, r (g/cm2); and (iii) the effective atomic number
(Z) of the tissue.

In a therapeutic photon beam, a large number of photons are incident on the
patient,54 each with energy E (MeV). The ensemble of photons reaching a point
in the patient is characterized by an energy fluence (MeV cm–2). 

For a given energy fluence, the total energy released per unit mass,
TERMA55 is given as the product of the total mass attenuation coefficient 

and the energy fluence (y) at a point.56

The kinetic energy released to charged particles only per unit mass is the
KERMA (<TERMA), and the kinetic energy released and subsequently locally
absorbed along the charged particle tracks per unit mass is the collision

m
r

Ê
ËÁ

�
�̄



www.manaraa.com

11

KERMAc (<KERMA). Bremsstrahlung events are excluded since the photons
produced do not deposit their energy locally.

These quantities are all related to the photon energy fluence by the mass
attenuation, mass energy transfer, and mass energy absorption coefficients,
respectively (Table 2).

The removal of photons from the radiation therapy beam is dominated by
three competing interactions with the atoms of tissue: the photoelectric effect,
the Compton effect and pair production. Figure 2 summarizes the dominance
of the Compton effect for different photon energies and for absorbers with dif-
ferent atomic number (Z). 

• In water-like tissues (Z = 7.5), the probability of Compton events domi-
nates (>80%) for energies between 0.05 MeV and 10 MeV. Thus, accurate
modeling of Compton scattering events is an essential ingredient of any
method of inhomogeneity correction for megavoltage photon beams. 

• For higher atomic number materials, such as bone (Z = 13), the energy
range of Compton dominance is reduced (0.08 to 7 MeV). At orthovoltage
and superficial therapy energies, the photoelectric effect is strongly
dependent on atomic number (~Z3), and thus the dose to bone relative to
the dose to water will be increased, for a given photon fluence. Similarly,
for x-ray energies between 10 and 25 MV the dose to bone is accentuated
compared with water due to a higher incidence of pair production events. 

• Similar considerations apply to ultra-high atomic number materials such
as metallic prostheses implanted in the patient, except that, because of
additional electrons set in motion with the metal,48 the interest is focused
at the tissue in the vicinity and shadow of the metal rather than the metal
itself.

B. Charged Particle Interactions: The DOSE Step

All the photon interactions release some energy to recoil charged particles
including photoelectrons, Compton electrons, and electron-positron pairs,
which are ultimately responsible for energy deposition in tissue. The charged
particles are launched with a spectrum of initial energies and directions. These
particles then slow down through multiple Coulomb collisions, which deposit

Table 2. Interrelationships between radiation quantities.

Common units cm–1 cm2/g MeV/g

SI units m–1 m2/kg Gy

Attenuation m m/r TERMA

Transfer m tr m tr /r KERMA

Absorption m en m en /r KERMAc
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energy locally along the particle track and occasional radiative bremsstrahlung
events that carry energy remotely away from the charged particle track. To
include only local energy deposition, the mass collisional stopping power49 is
thus more relevant to the energy deposited locally along the path of a charged
particle:

(1)

Figure 2. The fraction of interacting photons that undergo Compton scattering
as a fraction of photon energy and the atomic number of the absorbing
medium.
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where an average energy, , is lost locally to the medium per unit density
and per path length traversed, dl. The mass collisional stopping power depends
on the energy and charge of the decelerating particle, and the atomic number of
the stopping medium and is nearly density independent (see section III.D.1). In
reality, charged particles lose a variable burst of energy for each interaction, but
this statistical energy straggling56,57 is often ignored and “continuous slowing
down approximation (CSDA)” is assumed. This allows for the determination of
a unique “CSDA range” of the charged particle:

(2)

In addition to slowing down, the charged particles are also deflected
through multiple scatter ing events, which redirects their energy and
changes their dose deposition patterns. This scattering is enhanced in
higher atomic number materials. The detailed calculations of multiple scat-
tering of electrons require complex analytical or Monte Carlo methods and
these have been developed elsewhere for electron beams.53,58,59,60,61,62,63,64,65,66,67

However, because secondary charged particles produced by photon beams
are of lower energy than the photons and have relatively shorter ranges, a
simpler treatment of electrons is often acceptable for photon beams. In the
simplest models, recoil electrons are often assumed to be “absorbed on the
spot” for low energy photon beams. For higher photon energies, the parti-
cle ranges are significantly longer (i.e., centimeters) and the spreading of
the energy of charged particles launched by photons needs to be modeled
(Table 3).
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Table 3. Particle ranges and corresponding energies for different tissues and
initial photon energies. str is the energy transfer cross section for the Compton

effect and s is the total energy cross section for the Compton effect.
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C. Charged Particle Equilibrium

Charged particle equilibrium (CPE) occurs when there is a “steady state”
between the charged particles entering and leaving a small region of dosimetric
interest (in reference to the electron RCSDA range). Equivalently, within a small
volume of interest partial electron tracks can be paired to form complete ranges.
The track segments are said to be complementary and the situation is as if the
entire track energy were deposited on the spot.68 Thus, if pure CPE holds, the
primary dose (see equation 8) becomes exactly equal to the collision KERMA
(Table 4). CPE is an energy balance in three-dimensional space. Pure equilib-
rium can develop if the photon fluence is sufficiently uniform in the vicinity of
the sampling volume that charged particles are also released uniformly with a
constant energy and angular spectrum. The surrounding shell of material must
be uniform over a minimum thickness equal to the maximum range of charged
particles launched therein by the photons from the point under consideration.

Satisfying the condition of uniform charged particle fluence is strictly
impossible for photon beams because of beam divergence and photon attenua-
tion.69 For example, the extent of disequilibrium can be quantified by consider-
ing the photon attenuation along the beam direction over the maximum range of
secondary electrons, as shown in Table 4.49

Fortunately, transient charged particle equilibrium (TCPE) is much easier to
achieve than pure equilibrium.49 In brief, TCPE is achievable along the central
ray in a uniform absorber at depths which exceed the maximum forward range
of the particles launched, provided the half-width of the radiation field also
exceeds their maximum lateral motion (i.e., lateral equilibrium). In this case,
the beam attenuation can cause a systematic shift between collision KERMA and
dose: the absorbed dose becomes proportional to (but not equal to) the collision
KERMA (as in Table 4). For CPE and TCPE, a calculation of dose is greatly
simplified since it requires no detailed tracking of electron trajectories. Many of
the simpler methods of inhomogeneity correction assume implicitly CPE or
TCPE and thus avoid dealing with the complexity of charged particle transport.

Table 4. Parameters related to achieving charged particle equilibrium (CPE).

Incident photon Photon attenuation Mean depth Ratio of Primary 
energy [MeV] [%] in thickness of of energy Dose to collision

medium equal to deposition, KERMA
maximum electron [cm]

range 

0.1 0 0.000853 1.000146

1 1 0.0768 1.00545

10 7 1.60 1.0365

30 15 4.53 1.082

x
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As noted earlier, CPE is a three-dimensional phenomenon. For simplicity
here, we have separated its components into the longitudinal direction along the
beam axis and in the lateral directions perpendicular to the beam axis.

1. Longitudinal TCPE

First consider the familiar build-up dose along the central ray of a broad beam of
megavoltage photons for a beam sufficiently large to achieve lateral equilibrium. The
fluence of charged particles builds up to a maximum at a depth equal to the most
probable range of the charged particles, Rp. Beyond the maximum range of charged
particles, Rmax, only TCPE exists and the dose exceeds the collision KERMA
because the energy launched by photons is actually deposited downstream by an off-
set distance, . The proportionality constant (ratio of dose to kerma) is a scalar
larger than unity for points along the central axis (beyond dmax) of a beam incident on
a uniform water absorber and is given in column 4 of Table 4. A simple way to relate
primary dose to collision KERMA (beyond dmax) in a uniform absorber is to use70,71:

(3)

where Dp(x) is the primary dose and Kc(x) is the collision KERMA at depth x,
and the exponential term corrects for the downstream attenuation along the
mean distance between energy launch and energy deposition points. Table 4
lists some representative values for and for the resultant proportionality con-
stant for monoenergetic primary photons interacting in water.72

For shallow depths less than dmax, where disequilibrium is obvious, the trans-
port of charged particles must be explicitly taken into account. Considering
only the primary dose for the moment, ignoring beam contamination, and
assuming a field size large enough to achieve lateral CPE (see section 2. below),
the depth-dose curve can be obtained through a convolution of the collision
KERMA with the spread of electron energy.73

(4)

where:

DP is the primary dose as a function of depth, x.

N is a dose normalization factor 

Kc is the incident collision KERMAc, which is attenuated exponentially with
depth, x, according to m, the linear attenuation coefficient [cm–1] for the photons 

is a linear coefficient [cm–1] describing the longitudinal energy
deposited downstream by “response” electrons launched from every
upstream point x¢. The drop-off in dose is assumed to be a steep exponential
due to the divergence of electrons away from a site of photon interaction.

b =( )1 / x

x
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The primary dose reaches its peak value for the usual condition:

(5)

from which we can obtain the value of dmax.

(6)

For deeper locations (i.e., x >> dmax), transient TCPE is established49 and assum-
ing b >> m, equation (4) reduces to the following form:

(7)

These equations provide a good introduction to convolution techniques and to
the basic concept of equilibrium. In real radiotherapy beams, the shape of the
actual depth-dose curve, however, will differ from that predicted by these sim-
ple equations. In addition to the inverse square law effect, the contributions of
contaminant radiation incident on the patient, the photon scattering within the
patient, and lateral disequilibrium must also be taken into account.

2. Lateral TCPE

As stated above, TCPE can be achieved at depths beyond the maximum pro-
jected range, Rmax of the charged particles provided the field area is sufficiently
large to achieve electron equilibrium in all the lateral directions.74,75 Figure 3a
shows how the dose and the collision KERMA change with depth and with field
size for an 18 MV x-ray beam. These computations demonstrate clearly how
longitudinal and lateral equilibrium conditions (Figure 3b) must both be satis-
fied for TCPE to become established in 3D. At shallow depths and for narrow
field sizes, more energy leaves a region of interest than enters it, creating a
reduction in dose, compared with the dose in full build-up regions. Table 5
summarizes the minimum equilibrium depths (dmax) and radii required to
achieve TCPE in a uniform water absorber for a variety of photon beams. If
both conditions are satisfied (i.e., depths > dmax, and field size > Rmin), TCPE is
achieved in the water absorber. The data show that as an approximate rule-of-
thumb, the lateral electron range is about one-third of the forward range.

D. Influence of Tissue Density and Atomic Number

1. Density scaling

The mass attenuation and absorption coefficients, which describe photon
interactions, are, by definition, independent of mass density. Similarly, the
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Figure 3a. Primary depth-dose per unit fluence for 18 MV x-rays for a family
of field sizes ranging from 0.5 to 15 cm in diameter. The primary collision
kerma is also shown to illustrate how CPE or TCPE must be satisfied in three
dimensions to achieve a proportional relationship between collision kerma and
absorbed dose.

Figure 3b. Primary dose profile at dmax per unit fluence for 18 MV x-rays for a
family of field sizes ranging from 0.5 to 15 cm in diameter. 
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mass stopping powers that describe the transport of charged particles set-in-
motion are quasi-independent of density in solid materials, except for the
polarization effect. In dealing with geometric dimensions of beams and
patients, corresponding linear coefficients are often needed and they are
obtained by density multiplication (e.g., m  =  m/r  • r). In a heterogeneous
medium, the attenuation of photons in a layer of tissue (of length t) can be cal-
culated using the “radiological-pathlength” thickness, rt, (g/cm2) of each tissue
inhomogeneity. Such adjustments in inhomogeneity correction methods are
often referred to as density scaling. Since most interactions are Compton events,
such scaling should be done in accordance with the electron density relative to
water, rather than mass density.

The electron density (e– per cm3) is given by the product NA(Z/A) r, where
NA is Avogadro’s number and r is the mass density. The relative electron den-
sity is normalized to the electron density of water, which is 3.34 ¥ 1023 e/cm3.
This density can be measured easily for water-like tissues in vivo using x-ray
computed tomography,76,77,78 but it can only be estimated for materials of
unknown atomic number such as bone in vivo.79

Fano and O’Connor’s Theorems

The dosimetric data used in treatment planning are mainly derived from
water. The existence of two important theorems of radiation transport (for pho-
tons and for charged particles) by O’Connor and Fano enables density scaling
of data for water to “water-like media” with arbitrary densities.

Fano’s theorem80 states that when an infinite medium of varying density but
constant atomic composition is exposed to a uniform photon fluence (i.e., CPE
conditions), differential in energy and direction, then the fluence of charged
particles launched by the photons is also constant and not affected by density
variations. This constant fluence of secondary electrons equals the fluence gen-
erated under conditions of charged particle equilibrium (CPE) for a given flu-
ence of photons. Consequently, the absorbed dose across any area of density

Table 5. Minimum equilibrium depth (dmax) and radius (r) required to achieve
TCPE in a uniform water absorber for a variety of photon beams.

Photon Water
Energy Minimum Equilibrium Minimum Equilibrium

Depth (dmax) Radius (r) 

100 keV 0.15 mm 0

1 MeV 4.5 mm 1.5 mm

10 MeV 5 cm 2 cm 

(Reprinted from: M.Tubiana, J Dutreix, A. Dutreix, and P. Jockey, “Bases Physiques de
la radiotherapie et de la radiobiologie”, Editions Masson (1963) with permission from
Editions Masson.)
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variations would be constant. This is intuitively plausible since density not only
modulates the number of electrons launched per unit volume, but also rescales
their linear range.

The main assumption in Fano’s theorem81 is that the interaction cross sec-
tions per unit mass are independent of the density of a medium of identical
atomic composition. 

Strictly, in order to apply Fano’s theorem to external photon beams, one
must assume that the:

• primary photon attenuation, 
• the stopping power density effect, and
• the release of secondary photons 

can be neglected in an equilibrium layer surrounding a dose point of interest.
Ignoring photon attenuation essentially means that the mean free paths of

primary photons must be much larger than the maximum ranges of the released
secondary electrons. This first condition can be fulfilled in clinical beams, with
photon energies less than 1 to 3 MeV and applies to points in an externally irra-
diated medium that are sufficiently far from boundaries.82

Density or polarization effects (within the density range of human tissues)
are generally small for clinical beams and the production of secondary photons
is not problematic as long as their mean free paths are larger than the ranges of
secondary electrons. For the above reasons Fano’s theorem provides an impor-
tant test of dose calculation algorithms.83

While Fano’s theorem applies to situations of charged particle equilibrium,
the density-scaling theorem by O’Connor84 relates the dose in two media of
different density but equal atomic composition, both irradiated by the same
external beam. According to this theorem, the ratio of the secondary scattered
photon fluence to that of primary photon fluence is constant in the two media
provided all geometric distances, including field sizes, are scaled inversely with
density. This means that the dose at corresponding points in two media is the
same if all dimensions in the irradiation geometries are scaled inversely with
density.

While these two theorems provide good insights into the problem of chang-
ing density, they should not be applied without recognizing their basic inherent
assumptions. They have limited applications to heterogeneous tissues since both
density and atomic composition are likely to change simultaneously (e.g.,
bones, prostheses).85 Fano’s theorem is also implicitly built on the same assump-
tions that underpin charged particle equilibrium; this requirement has some-
times been understated and overlooked.82

Both Fano’s and O’Connor’s theorems rely on a common assumption that
the interaction probability (per electron) is independent of density variations
between media. The common foundations and relations between these two the-
orems were analyzed and unified mathematically within a general framework
by Bjarngard.86
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The influence of electron density on photon fluence and dose is illustrated
independently in the low-density slab phantom exposed to monoenergetic 5
MeV photons (Figure 4). The changes in photon transport can be easily calcu-
lated using density scaling of the layers (Figure 4a and 4b). However, the range

Figure 4. Fluence and DOSE distributions for a beam of 5.0 MeV photons
(5 ¥ 5 cm2 field) incident on a water phantom (a and c) and a slab phantom with
a cork insert (b and d). Fluence distribution in a water-cork-water phantom
(b). DOSE distribution in a water phantom (c). DOSE distribution in a water-
cork-water phantom (d). Note the dose reduction in the central region of the
cork and the penumbral flaring of the beam. (Reprinted from J. J. Battista and
M. B. Sharpe110, “True three-dimensional dose computations for megavoltage
x-ray therapy: a role for the superposition principle,” Australas. Phys. Eng. Sci.
Med. 15:159–78 (1992) with permission from the Australasian College of
Physical Scientists in Medicine.)
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of recoil electrons is significant, such that they can be released in one medium
and absorbed in a different downstream material. The initial “build-up” of dose
in water is followed by a “build-down” within the low-density region and a
“rebuild-up” occurs in the distal water section (Figures 4c and 4d). Figures 5
and 6 isolate the contributions from electrons launched in different density
regions and explain the complex shape of the depth-dose curve. In such a case
(high energy, small field, low density), inhomogeneity corrections based solely
on photon fluence or attenuation would be inadequate (see Figure 6). On the
other hand, simpler calculations based solely on photon fluence can be quite
accurate for lower photon energies where primary photon fluence, KERMA,
and TERMA are linearly related (see section F. below). Unfortunately, it is not
always easy to predict a priori which tissue regions are prone to disequilibrium
for a 3D irradiation of a heterogeneous absorber.

While this section has emphasized the effect of density on central axis val-
ues of photon fluence and of dose, density can also affect the beam penumbra
in tissue,87 due to a lateral loss of TCPE at the field edge. Thus the beam edge
is blurred in low-density absorbers due to the increased lateral motion of
charged particles, as seen in Figure 4. Monte Carlo calculations have shown
that the primary penumbra width is inversely proportional to tissue density
whereas the density has the opposite effect on the scatter penumbra, since the

Figure 5. Isolation of electron contributions launched in different density
regions. In such a case (high energy, small field, low density), lung inhomo-
geneity corrections based solely on photon fluence or attenuation would be
inadequate.
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scatter dose decreases with the decrease of density. Therefore, the inverse pro-
portionality of penumbra width with density does not hold for the total dose.34

For an 18 MV x-ray beam, the penumbra width (80%–20%) was measured to
be 2.4 times bigger in lung-density phantom than in water phantom, whereas
for a 4 MV beam, the penumbra width has been measured slightly smaller in
the low-density medium.33

This penumbral degradation effect should be carefully considered when 3D
conformal radiotherapy is intended to assure coverage of the planning target
volume.88 The effects need to be considered in the context of multiple overlap-
ping fields.

2. Effects of atomic number

The pattern of dose distributions in the presence of high atomic number
inhomogeneities is perturbed due to a number of complex effects:

(a) The opportunity for competing photon interactions (e.g., pair produc-
tion, which increases with atomic number) may reduce the proportion of
Compton-scattered photons (Figure 2). Secondly, pair production affects
the spectral distribution of the secondary charged particles as well as

Figure 6. Significant electronic non-equilibrium effects occur at the interfaces
between media of different densities for fields whose sizes are of the same order
of magnitude as the range of electrons. (Reprinted from R. Mohan, C.-S. Chui,
and L. Lidofsky,108 “Differential pencil beam dose computation model for pho-
tons,” Med. Phys. 13:64–73 (1986) with permission from the American
Association of Physicists in Medicine.)
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their range. The stopping of positrons may also generate tertiary annihi-
lation photons.

(b) The mass attenuation coefficient depends on atomic number (Table 6),
thus exponential attenuation of photon fluence and TERMA is greatly
accentuated. Severe attenuation can spoil the uniformity of photon flu-
ence in “shadowed” regions, violating a necessary condition for charged
particle equilibrium.

(c) The mass energy absorption coefficient depends on atomic number, and
thus the collision KERMA is changed locally within the absorbing mate-
rial. This is well known in kilovoltage x-ray dosimetry, where a factor is
used to calculate the enhancement of dose to bone for a given photon
fluence, assuming CPE. For megavoltage photons, the collision KERMA
can similarly be used to estimate the local dose, but only if a sufficient
mass of material allows CPE or at least TCPE to become established.
This is generally not the case for small bone regions and such dose
enhancement calculations based on Kc ratios are not very accurate in
bone.

(d) With increasing atomic number, a more detailed inclusion of electron
transport is needed for megavoltage x-ray beams. Multiple scattering of

Table 6. Mass attenuation coefficient dependence on atomic number

Atomic Mass attenuation Mass attenuation 
number, coefficient at coefficient at 

low photon energy, high photon energy,
Z (cm2/g) (cm2/g) (cm2/g)

1 to 10 3.5 (for Z=1) to 2.7 (for Z=1) to 0.8 (for Z=1)
1.9 (for Z=10) 1.4 (for Z=10)

decreases with decreases with 0.5 (for Z=10) 
increasing Z increasing Z 

11 to 60 0.9 (for Z=11) to 0.4 (for Z=11) to 0.5 (for Z=11)
7.0 (for Z=60) 1.0 (for Z=60)

increases with increases with 6.0 (for Z=60) 
increasing Z increasing Z 

61 to 92 7.1 (for Z=61) to 0.1 (for Z=61) to 7.0 (for Z=61)
4.4 (for Z=92) 2.8 (for Z=92)

decreases with increases with 1.6 (for Z=92) 
increasing Z increasing Z 
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(From the National Institute of Standards and Technology—NIST,
http://www.physics.nist.gov/Divisions/Div846/Gp2/gp2.html.)
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charged particles by the nucleus89 is accentuated producing a local vari-
ation in their angular distributions, which can also spoil the equilibrium
conditions, yielding “hot/cold spots”.90,91 For example, back scattering
from higher atomic number materials yields a significant contribution to
the electron fluence and dose at the interface between soft tissue and a
material of higher atomic number. For metallic interfaces encountered
in prosthetic implants, dose increases of up to 50% are measured in the
backscatter direction within the range of electrons set in motion by 18
MV x-rays. At such higher energies, the transition zone extends over
several centimeters and can affect a significant volume of adjoining tis-
sue, with a potential for adverse clinically observed reactions.85,92,93

In summary, the most general solution to inhomogeneity corrections should
account for changes in electron density as well as atomic number of the tissues
traversed by primary photons and all secondary photons and charged particles.
Because of the dominance of water-like soft tissues and of Compton and
Coulomb interactions within them, the electron density of tissues is the most
important parameter and has merited the greatest attention. However, we
remind the reader that special considerations for elevated atomic number are
sometimes needed for bone or for metallic prostheses, especially in the upper
range (greater than 10 MV) of megavoltage energies.48

E. Concept of Primary and Scattered Dose Components

The primary and secondary particle contributions to dose (photons and elec-
trons) exert their influence over a different range and they are individually
affected to different extents by tissue inhomogeneities and beam boundaries. It
is common to decompose the total dose into two components referred to as the
“primary” and “scattered” dose components. Generally, this separation has
been done empirically using conventional dosimetry instrumentation, but more
recently Monte Carlo simulations have aided in the more rigorous definition of
“primary” and “scatter” separation.94 Simplified point source models have been
extended to include extra focal radiation.95,96,97

Those photons that are incident upon the surface of the patient (or phantom)
are termed primary. Some of those have traveled directly from the radiation
source: others have been produced as a result of interactions within the struc-
tures comprising the treatment head. Most of these interactions are Compton-
scattering events, which generate secondary electrons in addition to scattered
photons. In addition, pair production can occur if the incident photon has suffi-
cient energy (i.e., above 1.02 MeV), resulting in the generation of electron-
positron pairs and subsequent generation of photons of 0.51 MeV from positron
annihilation. Since these occur mostly in structures in the head of the machine
(some occur in the intervening air) we refer to the photon component as head-
scattered photons, but they still belong to the “incident” or “primary” group.
The dose from primary photons to the central axis of an open beam at depth in
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a phantom will depend upon: (i) distance from the source; (ii) head-scatter,
which will depend upon collimator setting and other beam defining parts
(block, wedges); (iii) attenuation, i.e., absorption and scattering in the phan-
tom, determined by depth and beam energy. At any depth, the dose contribu-
tion from primary photons is determined by the collimator setting, and not by
the size of the radiation field at that depth.98

The first time such photons interact with the medium, they contribute to pri-
mary dose through recoil electrons. Scattered component is that part of the
dose which is deposited by photons which have previously interacted at least
once in the medium. The proportion of dose due to scattered photons depends
upon photon energy and the volume of patient irradiated (field size, depth, and
patient thickness). 

The total dose along the central axis can then be decomposed into:

D (x, r) = Dp (x) + Ds (x, r) (8)

where r refers to the radial distance to the field edge. Extrapolating the dose
versus field size curve to a small pencil beam field size isolates the primary
dose. The limiting field size chosen will determine if the primary component
includes or excludes the primary electrons and this leads to some ambiguity
about the definition of a “pencil beam”.94,99 This is because two effects simul-
taneously reduce the central dose: (i) a reduction in the photon fluence; and
(ii) a reduction in the electron fluence generated by the primary dose compo-
nent. As the pencil size progressively shrinks, the dose rapidly changes in a
non-linear way due to the combination of these effects, and the extrapolation
value needs to be decided. It is possible to clarify and standardize the defini-
tion of the primary component more precisely by using auxiliary Monte Carlo
calculations.99,100 If the small “0 ¥ 0” field is limited to an equilibrium pencil
beam, then the scattered component can be considered as due to scattered
photons only (see Woo et al.94, Figure 7). In this case, the pencil dimension
should be small enough to avoid incorporation of scattered photons, but yet
large enough to preserve charged particle equilibrium (CPE) in the lateral
dimension.101,102,103

The primary dose is essentially the primary collision KERMA, which is the
dose deposited from charged particles set in motion by primary photons only. The
scatter dose is then attributed to all secondary radiations, including Compton-
scattered photons, annihilation photons, and bremsstrahlung. Figure 8 shows the
spread of energy by secondary radiations away from the photon interaction point.
From such “dose spread functions,” also known as “scatter kernels,” “point ker-
nels,”104,105,106 “dose spread arrays,”72,107 “differential pencil beams”108 or “influence
functions,”70,74,109 it is possible to quantify their relative contributions to dose at a
point under full scattering conditions (i.e., within an infinite medium irradiated
by an infinitely broad beam). Using the reciprocity theorem,49 the contribution
from each component is simply the summation of all pixel values in each dose-
spread image. Figure 9 shows the results of such a calculation,87,110,111 and indicates
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Figure 7. Tissue-air-ratios for an 18 MV photon beam at a depth of 10 cm in
water, as a function of field radius r. The asterisks represent the measured data.
The solid curves are generated using Monte Carlo, normalized to the measured
tissue-air ratio at 3 cm (Reprinted from M. K. Woo, J. R. Cunningham, and J.
J. Jeziorenski,94 “Extending the concept of primary and scatter separation to the
condition of electronic disequilibrium,” Med. Phys. 17:588–595 (1990) with
permission from the American Association of Physicists in Medicine.)

Figure 8. Intensity map of the distribution of the primary and varying orders of
scatter in water from a 6 MeV photon pencil beam.
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the relative importance of all interaction processes for a 1.25 MeV and a 6.00
MeV beam. Similar data have also been previously obtained by both measure-
ments in a water absorber,109,112,113 and by analytical calculations of the first and
second Compton scattering components.114,115,116

F. Introduction to the Superposition and Convolution Principles

The superposition principle is very general and widely used in many
branches of physics and engineering. It can serve as a universal basis and aid in
the understanding and categorization of tissue inhomogeneity correction meth-
ods within a common framework.55,117,118,119,120,121

In this context, the initial sites of photon interactions can be viewed as
“sources” of energy and the “point kernels” are the energy spreading functions
or blurring functions as just described (Figure 10). For an external beam of
radiation, a downstream shower of secondary radiation is triggered from every
primary interaction point in the patient. The magnitude of the primary photon
impulse is the energy released at each interaction site, or total energy released
per unit mass (TERMA), and is dependent upon the primary photon fluence.
The pattern of energy spread away from an energy release point, per unit

Figure 9. Quantification of the relative importance of all interaction processes
(for a 1.25 MeV and a 6.00 MeV beam) to dose at a point under full scattering
conditions. The contribution from each component is simply the summation of
all pixel values in each dose spread image.



www.manaraa.com

28

TERMA, is the total dose spread function or kernel. Inhomogeneity corrections
are essentially aimed at modifying the primary TERMA values, based on atten-
uation of the photon fluence, and at also modifying the dose spread functions at
each point in the patient. More accurate methods use a variety of kernels for
each possible interaction mechanisms (e.g., single Compton scattering), and
each kernel is corrected individually for the effect of inhomogeneity.

This superposition approach to dose calculations was first suggested for
external beams of radiation by Roesch,70 who described an “influence func-
tion”. The concept was also explored semi-empirically71 in order to explain the
build-up portion of depth-dose curves for higher energy x-ray beams from an
early betatron. The notion of such response functions, however, remained dor-
mant until Cunningham and Beaudoin developed the concept of voxel scatter
strengths based on differential scatter-air ratios,112 Sontag and Ray122 used scat-
ter weights. O’Connor and Malone also derived primary dose spread arrays
from measurements for a cobalt-60 beam,113 and Wong et al.123 attempted to
determine iso-influence data experimentally using an air void in water. More
detailed response functions, which segregate the different interaction
processes, have since been calculated using analytical114,124,125 or Monte Carlo
methods.72,108,119,126,127,128,129,130,131,132

Mathematically, the dose is obtained from the most general superposition
integral:

(9)

where describes the total energy released by primary photon interactions
per unit mass, or TERMA, at and is the dose spread kernel which
describes the fraction of energy deposited at by secondary particles originat-
ing at and is allowed to be spatially variant. This is a computationally inten-
sive operation since every point in the irradiated volume (r¢) contributes to each
dose point ( ) one pair ( ; ) at a time. In the special case of a spatially
invariant kernel (i.e., such as in a homogeneous absorber,K r r K r r
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Figure 10. A schematic illustration of the superposition method of dose calcu-
lation. The dose distribution is a superposition of dose spread kernels that are
modulated by the amount of energy released at each irradiated point; i.e., the
TERMA distribution.
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the superposition collapses to a convolution integral because the dose contribu-
tion depends only on the relative position of the dose and scattering point
pairs. It may be evaluated in real space as an integral or in Fourier space as a
simpler multiplication:

(10)

where F and F-1 denote the Fourier Transform and inverse operation. This con-
volution approach relies on several assumptions111,133 but it greatly reduces the
computation time when the dimensionality of the integral is high (e.g., 3D) and
if the Fast Fourier transform (FFT) is applied.111,134,135

IV. INHOMOGENEITY CORRECTION METHODS

Dose calculation methods that account for tissue density variations can take
two general forms.136 In the most conventional form, a relative dose distribution
is first calculated assuming a patient consisting of homogeneous water-like den-
sity. The link between those relative distributions and absolute dose is the
machine-calibrated output that is defined at some reference point in water. Then
an inhomogeneity correction factor (ICF) is applied which makes adjustments
to the uncorrected distribution to account for variations in tissue density. The
ICF is thus defined as:

(11)

Alternatively, the dose can be calculated to a point in a heterogeneous
medium directly using a model of radiation transport that would yield absolute
dose a priori. Relative dose distributions can then be constructed by normaliz-
ing to a reference point.

In treatment planning where the ICF method is used, there are three steps
necessary for correcting a dose distribution for tissue density variations:

• The dose is calculated in a water-like medium which adequately repro-
duces beam data measured in water and which is capable of modeling
other effects such as irregularly shaped fields, patient surface contour, and
primary beam intensity modulators

• Tissue density and atomic number information must be available for the
anatomy of the patient in question

• An inhomogeneity correction method is required to account for variations
in tissue density and atomic number. 

These components are intricately connected and, at times, difficult to sepa-
rate. For example, the correction for external patient contour shape can be part
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of the homogeneous dose calculation but it is sometimes considered instead as
part of the inhomogeneity correction, using air voxels near the patient’s surface.
In this report we focus on inhomogeneity corrections internal to the patient and
will therefore mostly involve the latter two steps above.

Most radiation therapy clinics should have access to three-dimensional (3D)
CT patient density information,137,138,139,140,141 although many patients might still
be planned using only 2D single-slice input information.

With either 2D or 3D density information, all inhomogeneity methods begin
with a primary beam ray-tracing procedure. This incorporates an explicit cal-
culation of the changes in TERMA or photon fluence due to changes in density
along the primary beam rays from the radiation source to every point of calcu-
lation within the patient.

From there, the methods differ mainly in the way they address the scattered
photon contribution and scattered primary electrons, and in the sampling of
anatomical 3D density information. A classification scheme based on these
considerations is shown schematically in Figure 11 and forms the order in
which different correction methods that will be reviewed in this report. Table 7
summarizes the various methods presently available and categorizes them
according to the physical considerations of Figure 11.

Figure 11. Classification of inhomogeneity correction algorithms according to
their ability for scatter integration and to calculation time.
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There are numerous reviews on inhomogeneity correction methods in the lit-
erature categorizing them according to various criteria:

• Some classification schemes focus attention on the detail of the scatter cal-
culation. For example, methods can be distinguished coarsely according to
whether they “sense” the proximity and lateral dimension of an inhomo-
geneity and whether the scattered electrons are considered explicitly.142

Others, categorized methods according to their ability to consider anatom-
ical information (e.g., 2D or 3D geometry) in predicting scattering
effects,143 and CT density information they use.144,145,146,147,148 It is important
to consider whether the full 3D voxel data set is actually sampled per cal-
culation point or whether only a subset (e.g., 1D ray-tracing) enters the
scatter calculation.117,120

• A mathematical classification criterion is based on the integral used to
sum the scatter from elements such as slab, pencil, or voxel scatter ker-
nels.55,81,117,118 The physics described by these kernels and how they are each
adjusted for tissue inhomogeneity are distinguishing features in terms of
accuracy and speed of an algorithm. The most accurate methods inde-
pendently adjust the energy released from a voxel by scattered electrons
and photons.

In this report, we chose to categorize the available methods in accordance
with their ability to treat primary TERMA and electron transport separately
(i.e., TERMA and DOSE) and whether the anatomy is being sampled along
one-dimensional primary rays (1D) or the full three dimensions (3D). Table 7

Table 7. Categorization of different inhomogeneity correction 
algorithms according to the level of anatomy sampled (1D or 3D) 

and the inclusion or exclusion of electron transport.

TERMA DOSE 

Local energy deposition Non-local energy deposition
(No electron transport) (Electron transport) 

1D Category 1 Category 3 

1.1 Linear attenuation 3.1 Convolution (pencil beam) 
1.2 Ratio of TAR (RTAR) 3.2 FFT techniques 
(Equivalent path length, 
effective SSD, isodose shift) 
1.3 Power law (Batho) 

3D Category 2 Category 4 

2.1 Equivalent TAR (ETAR) 4.1 Superposition/Convolution 
2.2 Differential SAR (DSAR) 4.2 Monte Carlo 
2.3 Delta volume (DVOL) 2.4 Differential TAR (dTAR)
2.5 3D Beam Subtraction Method
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includes methods in increasing order of complexity and accuracy (from cate-
gory 1 to category 4), at the expense of more input anatomy data sampling and
slower performance (CPU time per point per beam). The different methods of
inhomogeneity correction will now be reviewed individually.

Category 1: Local Energy Deposition (No Electron Transport); 
1D Density Sampling

This elementary class of inhomogeneity correction methods was originally
developed in the late 1960s and later modified to incorporate pixel density data
when CT became available.78,79,144,149,150,151,152,153,154,155,156,157,158,159,160,161,162,163,164,165,166 These
methods deserve some attention because (i) they are the most predominant
methods that have been used in 2D or 3D commercial treatment planning sys-
tems for decades, (ii) for practical considerations, they will remain in clinical
use for some more years, and (iii) despite the use of full simulation models in
modern treatment planning systems, simple approaches are still needed and will
most likely be further refined for independent checks of the treatment planning
results. These models assume that:

• the patient consists of a semi-infinite slab geometry per calculation point,
and

• all energy from the photon interactions is deposited at the site of inter-
action.

Only primary ray-tracing is used to calculate the dose to a point. This also
results in an implicit adjustment of the scattered photon contribution. An illus-
tration167 of the semi-infinite slab approximation along with examples of pri-
mary and first order scatter ray tracing is shown in Figure 12. For the primary
fluence calculation, a primary ray trace is exact and identical for 1D, 2D and
3D geometries provided that the density sampling follows the proper trajectory
of the divergent ray. 2D planning in a single CT slice with 1D ray tracing does
not take into account the geometry and density information from the whole
irradiated volume, resulting in erroneous scatter estimation. Typically, cylindri-
cal symmetry is assumed and the single patient slice is extended in the longitu-
dinal direction to build a “3D” patient volume. Attention should be paid when
using these kinds of algorithms in selection of the beam dimensions and beam
weights, which may implicitly include or exclude the inhomogeneity correction
factor. In the case of non-coplanar beams using one or few CT slices, primary
ray-tracing is not always possible due to the lack of density information along
oblique raylines which cut through missing adjacent CT slices. When calculat-
ing dose far away from an inhomogeneity, this elementary class of inhomogene-
ity correction methods gives results with less than 5% error, but for a complex
heterogeneous medium and for dose calculations within or in the near vicinity
of an inhomogeneity, errors larger than 5% can occur.167
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Method 1.1: Linear attenuation

The simplest form of inhomogeneity correction is to adjust the dose at a
point on the basis of the overlying thickness of the inhomogeneity and using a
“percent per cm” correction (Table 8). This method is very crude and is useful
only for a quick estimation of the dose adjustment: 

ICF = (% per cm) ¥ inhomogeneity thickness (cm) (12)

Clearly, this does not include patient-specific densities nor any consideration of
the geometric treatment beam parameters (e.g., field size).

Figure 12. The dose to point P in a homogeneous tissue-equivalent medium (a)
is a result of both primary and scattered radiation. Introduction of an inhomo-
geneity (b) and (c) alters the attenuation of the primary as well as the magni-
tude of scatter; the former a function of thickness of the inhomogeneity, while
the latter is also a function of the position and lateral dimensions of the inho-
mogeneity. Traditional methods (d) consider only effects on the primary by cal-
culating an effective thickness.
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Method 1.2: Effective attenuation coefficient

A slightly more sophisticated version of a similar concept uses the effective
attenuation coefficient and the point correction is given by 

(13)

where:

m¢ is the effective attenuation coefficient of water for a particular beam qual-
ity,

d is the physical depth from the surface to the point of calculation, and

d¢ is the “radiological depth,” “equivalent depth,” or “equivalent path length”
and is given by

(14)

where Dd i are the thicknesses of tissues with different relative electron densities
ri lying above the point of calculation. In this method, patient specific densities
can be used in the evaluation of d ¢, but treatment beam parameters are still
ignored.

Method 1.3: Ratio of tissue-air ratios (RTAR)

This method was one of the most commonly used methods in older com-
mercial treatment planning systems and is still used by many physicists for
manual “spot checks” of dose. Other names have been given to this method
such as “effective SSD” or “isodose shift” but these essentially have the same
foundation. This correction method is given by

(15)

Table 8. Simple correction (percent per cm) of the dose according 
to photon energy and tissue density.

Energy %/cm Correction 

Lung Bone

Cobalt-60 +4.0% –2.5% 

4–6 MV +3.0% –2.0% 

10 MV +2.5% –1.5%

18–25 MV +1.5% –1.0% 
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where d¢ is the equivalent path length given by equation (14), d is the physical
depth, and W represents the field size at the level of the point of interest. Here
the primary ray trace produces a radiological depth, which is used for looking
up a revised tissue-air ratio (TAR) value. In this manner, this method provides
an exact correction for the primary fluence, or dose if the condition of electron
equilibrium (CPE) is met. Correction to the scattered photon contribution is
implicit although approximate in that only a modified depth is chosen for the
TAR [and thus implicitly scatter-air ratio (SAR)] value. The ratio of tissue-
maximum ratio (TMR) values could be used instead of TAR values as this is
formally identical [since the backscatter factor (BSF) values are canceled out].
The popularity of this method is primarily due to its simplicity and its ability to
approximately account for some scatter changes due to field size and effective
depth.

The major weakness of the RTAR method is its compromised modeling of
the lateral component of the scattered photon contribution that results in an
over-correction when the density is less than that of water and an under-correc-
tion when the density is greater than water. This can be shown with the simple
consideration of a homogeneous medium of density, r < 1. Here the RTAR cor-
rected result of TAR(rd, r) would be higher than TAR(rd, rr) which is the
exact solution as given by the O’Connor scaling theorem.84

Method 1.4: Power law (Batho)

Batho in 1964,168 and Young and Gaylord in 1970169 proposed an empirical
correction factor method for points lying within water and distal to an inhomo-
geneity by raising tissue-air ratios to a power that depends on density. This was
generalized by Sontag and Cunningham167 in order: (i) to include points within
an inhomogeneity and (ii) to handle arbitrary densities and non-water-like
materials. The correction factor is given by:

(16)

where:

r1: relative electron density of the medium in which the point of
calculation lies,

r2: relative electron density of the overlying material,

d1: depth within this medium, and 

d2: distance to the upper surface of overlying material

A further modification of this method by Webb and Fox,170,171 and Cassel et
al.172 allowed it to be adopted for CT tissue densities and is given by:
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(17)

where:

N: number of layers of different densities above the point of cal-
culation, 

m: layer number, 

xm: distance from point of interest to the surface of the mth layer, 

rm, r0: electron density of the mth layer, and that of water,

(men/r)N: mass energy absorption coefficient of the material in layer N.

Equations (16) and (17) show that in the semi-infinite geometry, the effect
of an inhomogeneity with density r is modeled as a compounding of TAR val-
ues. With the power law, the multiplicative relationship in the depth direction,
shown in equation (17), is easy to understand for slab geometry. The model is
sensitive to the proximity of the inhomogeneity and provides a first order
approximation to changes in both primary and scattered photon fluencies in the
slab geometry. 

Some improvement has been demonstrated when tissue-maximum ratios
(TMR) or tissue-phantom ratios (TPR) are used instead of TAR. El-Khatib and
Battista,173 Kappas and Rosenwald,174 and Thomas175 have found marked
improvement by nearly 5% in the accuracy of dose calculated within lung when
they substituted TMR values instead of TAR values for Co-60 radiation. El-
Khatib and Battista173 provided measurements of the ICF for Co-60 and 6 MV
energies. A cork thickness of 10 cm was used to simulate lung. The ICF was
plotted as a function of the distance of the measurement point and the “top” of
the cork slab. Results were obtained for small (5 cm ¥ 5 cm), medium (10 cm
¥ 10 cm) and large (50 cm ¥ 50 cm) fields. Inside cork and for both energies
they found that the maximum deviation of the TMR-Batho method from meas-
ured values was 3%. The deviation from measured values was consistently
worse for the TAR-Batho method and can be as high as 9% for large fields. The
authors give also a partial physical explanation why TMR-Batho method should
give better agreement with measurements: (i) the TMR values include no inher-
ent backscatter; (ii) the TAR value includes inherent backscatter, (iii) in lung of
density 0.3 g/cm3, backscatter is reduced and (i) is more appropriate.

For higher energies than Co-60 and when the point of calculation lies in the
rebuild-up region (either inside the heterogeneity or in the water-like medium
beyond it) the power law correction factor is undefined. For this case the above
mentioned authors suggest a simple modification of the formula by adding sys-
tematically the build-up distance zm to all depths before calculating the TMR.
In this way one ensures that only TMR values from the equilibrium portion of
the curve beyond zm are used.
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Many authors,25,146,173,175,176,177,178,179,180,181,182,183,184,185,186,187,188,189,190 have demonstrated
experimentally or by theoretical analysis the advantages and the limitations of
the initial and the multiplicative generalized Batho method and/or compared it
with other correction methods. According to them, the generalized power-law
method:

(a) Provides an acceptable approximation below a single inhomogeneous
layer with an extent larger than that of the field size and electron density
less than that of tissue.

(b) Within an inhomogeneous layer, generalized corrections perform well
when the relative electron density of the inhomogeneity is less than
unity, but results become progressively worse for denser layers and
larger field sizes.

(c) If the electron density (relative to water) of the inhomogeneous layer is
greater than unity, the method overestimates the dose. In the extreme
situation of a large inhomogeneity and large field sizes, the method has
been proved to be inadequate with errors up to 10%.

(d) For very large radiation fields such as those used to cover the entire tho-
rax or for half or total body irradiation, the method underpredicts the
correction factor by as much as 12% in the middle of the lung.178,179

(e) It is a better model than that of the RTAR method and does provide bet-
ter agreement with measurements in the slab geometry for small to
medium field sizes.173

(f) The method is limited by the requirement of lateral charged particle
equilibrium. Recent results177 confirmed that dose errors in the calcu-
lated depth dose arise also from the neglect of electron transport. This
effect increases as the field size decreases, as the density of the inhomo-
geneity decreases, and with the energy of incident photons, i.e. small
fields of high-energy beams in lung may cause very large errors.173,175

(g) In clinical geometries which are rarely slab-like,180 the Batho calcula-
tions do not appear to be much superior to those of the RTAR method.
Artifacts arise in the calculations when applying the power law method
to downstream positions near a lung-chest wall boundary. The contribu-
tion from the first layer of water-like tissue is canceled by the multi-
plicative model and the correction is erroneous because TAR values in
the build-up region are used, despite an already established electron
equilibrium condition in the lung. This erroneous result can be
improved by using TARs that are exponentially extrapolated to shallow
depths from larger depths to approximate the KERMA-depth curve
instead of the depth-dose curve [see discussion of equation (4)].

(h) In contrast to the RTAR results, the Batho power law calculations in slab
geometry have been shown analytically to undercorrect when the den-
sity is less than that for water and overcorrect when the density is
greater than that for water.182
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The above models were all developed in an era of radiation therapy when
photon energies tended to be lower in the cobalt-60, 4 MV, and 6 MV x-ray
energy range. The approximation of electron equilibrium was acceptable and
thus TAR data could be used and adjusted directly. However, all these methods
have been difficult to extend to situations where electron equilibrium does not
exist.36,191 Furthermore the handling of scattered photon radiation was approxi-
mate and indirect, accounting only for field size differences and effective depths
in water. These were major weaknesses and necessitated the development of
alternative methods.

Category 2: Local Energy Deposition (No Electron Transport); 
3D Density Sampling

The assumption of slab-like geometry is inadequate for many clinical situa-
tions where the inhomogeneity intercepts only a portion of the radiation beam.
Inhomogeneity correction methods described in this category provide a solution
by including 3D density information in an explicit calculation of the scattered
photon dose, but they still assume electron equilibrium or that electrons are
absorbed at the point where they are created (“on the spot” absorption).

Method 2.1: Equivalent tissue-air ratio (ETAR)

The equivalent tissue air ratio method (ETAR152,192) was widely implemented
in commercial treatment planning systems during the 1980s and is still in use
on a number of modern systems. It can be considered as the first practical dose
calculation method using the full CT data set for computerized treatment plan-
ning.

Principle of the method: According to the density scaling theorem,84 the tis-
sue-air ratio (TAR) in a field of radius r at depth d in a uniform medium of den-
sity r relative to water, is equal to TAR(rd, rr), i.e., the tissue-air ratio in a unit
density medium for field size rr and depth rd. The ETAR correction factor for
homogeneous, non-unit-density water-like medium is defined as 

(18)

The application of ETAR method to heterogeneous geometries is given by:

(19)

where d¢ and are the “scaled” or “effective” values of d and r respectively for
the energy of the radiation being used.

d¢ is derived by averaging CT values along primary photon ray paths [simi-
lar to the effective pathlength methods, see equation (14)]. In the original
ETAR method, the derived electron density matrix, which comprises 256 ¥ 256
elements, is reduced to 128 ¥ 128 elements by averaging adjacent pixels. The
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summation is carried out in this 128 ¥ 128 matrix, which coincides with the
plane of calculation.

The scaled beam radius is given by

(20)

with

(21)

where the summation is over the whole of the irradiated volume. The rijk is
the relative electron density of an element (pixel) in each of the 32 ¥ 32
(reduced) matrices (CT images). The coordinate system has been set up such
that the Y-axis is parallel to the central ray of the radiation beam and the ori-
gin of the coordinate system is at the center of the region of interest. Indices
i, j, k refer to X, Y, and Z coordinate, respectively.

Determination of Weighting Factors

The Wijk is a weighting factor, proportional to an element’s contribution to the
scattered radiation arriving at the point of calculation. Wijk will, in general, be
largest for voxels (volume elements) that are close to and in front of the point of
calculation and smallest for pixels that are far away or behind. The weighting
factors depend on the conditions of irradiation, the irradiated medium, and the
location of the point of calculation. Thus, a different set of weighting factors is
needed for every point of calculation. No general set exists (i.e., the weights are
not spatially invariant in the language of the superposition principle).

Several approaches might be used to determine values for weighting factors.
In Sontag and Cunningham work109,192 use is made of differential scatter-air
ratios (dSAR). The procedure is facilitated by separately determining the first
and multiple scatter components. The weighting factor is a set equal to a sum of
the two components:

Wijk = DS1(d, r) + DSM(d, r) (22)

where DS1 and DSM denote the first and multiple scatter components respec-
tively. The first scatter estimate is derived from the Klein-Nishina Compton
scattering probabilities and the multiple scatter component is based on meas-
ured SAR values.109

Determination of the average density requires a summation such as in
equation (20) over the entire irradiated volume each time a point is calculated
would necessitate use of all of the (32 ¥ 32) matrices. In the development of a
dose calculation system to be used routinely in the clinic, such a summation is
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possible but was deemed impractical because of excessive computer memory
requirements and calculation times (in 1970s).

As a result, an approximate procedure needed to be developed in which the
volume is divided into parallel and contiguous slices, perpendicular to the Z-
axis (along the patient’s superior-inferior axis). Every volume element in a
given slice has the same k coordinate. It is assumed that the weighting factor
Wi,j,k, which is a function of the X, Y, and Z positions of the volume element,
can be approximated by a product of two independent weighting factors, both
determined for a water medium. This has allowed the reduction of the volume
summation to a planar summation and is also compatible with the use of data
obtained from CT slides:

Wi,j,k = Wk . Wi,j (23)

Wk is a function of the Z position (i.e., assumed constant with respect to X and
Y) and is intended to express the relative importance of the kth slice’s contri-
bution to the scatter dose at the point of calculation. Wi,j expresses the relative
importance as a function of the X and Y positions (i.e., assumed constant with
respect to Z). Thus, Wijk values are evaluated by decomposition into Wk for
each CT slice and Wij within the effective scattering slice.

Since Wk is taken as constant (with respect to i and j) could be written as

(24)

with,

(25)

Determination of results in a “coalescing” procedure, in which the vol-
ume (all the density data of adjacent CT slices) has been reduced to a single
effective slice from a photon scatter perspective (unshaded slice on the right
portion of the Figure 13). The final ICF was therefore determined from inte-
gration of scattered contribution of an area rather than the actual volume.

Wk is determined by taking the difference between two scatter-air ratios for
water, so that:

Wk = S(dref, r2) - S(dref, r1) (26)

where r2 and r1 are the radii of “equivalent” circular beams, related to Z and
X, the width of the beam in the plane of calculation. dref has been arbitrarily
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chosen as an average depth, to be 10 cm (however even for extreme cases, the
correction factor calculated will vary by less than 1%, regardless of the dref

chosen). 
This coalesced slice of varying mean density is assumed to be positioned at

a distance Zeff away from the plane of calculation. Zeff is the position within the
irradiated volume at which the scatter dose to the point of calculation from all
the volume elements with a Z coordinate less than Zeff is equal to the scatter
dose from all the volume elements with a Z coordinate greater than Zeff. Thus,
Zeff can be interpreted as the mean position from which scatter originates: by
assigning a weighting factor, wk, to each slice with the result that the coalesced
slice consisted of pixel values with the weighted average of all pixel values
along lateral axes lines that have the same i and j indices. It is further assumed
that the inter-space between the effective scatter slice and the calculation plane
is composed of water.

Zeff is thus calculated as follows:

(27)Ze

Z W

W
ff

k k
k

k
k

=
Â

Â

Figure 13. Schematic diagram to illustrate the steps taken in evaluating the
“average density” for scattered radiation. In practice, slices are chosen to cover
the entire irradiated volume. Here, six slices are shown and are irradiated from
above. The densities in all six slices first are coalesced to form an effective
slice as shown by the non-shaded slice on the right. This slice is made up of
density elements rij and is considered to be at distance Zeff away from the plan
of calculation. For the final step, a weighted average is formed for each point
of calculation from all of these elements. (Reprinted from M. R. Sontag and 
J. R. Cunningham,152 “Clinical application of a CT based treatment planning
system,” Comput. Tomogr. 2:117–30 (1978a) with permission from Pergamon
Press.)
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where the summation is over k, those slices actually irradiated by the beam,
and Zk is the distance from the plane of calculation to the kth slice.

The “coalescing” procedure needs to be performed only one time for each
beam of radiation. In contrast, the calculation of the weighted average and the
corresponding equivalent beam radius and, therefore, the equivalent tissue-air
ratio must be repeated for each point of calculation within the plane of calcu-
lation: a summation is performed for all the elements of density in the
effective scattering plane over X and Y, yielding the weighted average density,

. As such, for a given energy, a set of weighting factors unique for each depth
and field size must be calculated.

In most software implementations, the coalescing of adjacent CT slices ren-
ders a 3D problem into a 2.5D form. More recently, the Wijk factors have not
been decomposed and the full 3D CT data set is retained, without coalescence
(Theraplan-Plus, MDS-Nordion). This is expected to improve the performance
of the method if the Wijk weights are determined by more detailed ray tracing
through the inhomogeneous CT voxels.

Scatter Kernels: the “scatter kernel” or spatial pattern of energy which is
spread (mainly) downstream from an interaction voxel resembles a water
droplet in its shape (see Figure 14). This can be interpreted from two points of
view: (1) as iso-contributions from upstream scattering points to a destination
dose point (i.e., a receiver’s viewpoint) as used by Sontag and Cunningham192

or (2) as the energy spread from a scattering point to downstream voxels (i.e., a
sender’s viewpoint).

Using reciprocity,49 it can be shown that for a particular mechanism of
energy spread, such as single Compton scattering in water, the scatter kernels
are indeed equivalent to the scatter weights (Wi,j,k). The scatter kernels for an
all-water absorber can be derived from either theoretical considerations,114

Monte Carlo simulations72,108 or empirical data.112 The real challenge therefore is
to correct these kernels, or equivalently the Wi,j,k weights for the effects of the
varying density and atomic number of neighborhood tissues. Many of the meth-
ods discussed below have approached this problem starting from a different
database and using one of the two equivalent perspectives of “receiver” or
“sender” of scattered radiation.

The ETAR method has been reduced from a complex and time-consuming
calculation into a practical and useful method by making a number of assump-
tions. These assumptions have been assessed in some detail by Yu and Wong193

and Martel et al.194 The methodology always predicts a decrease in scatter when
the density is less than unity and an increase in scatter when the density is
greater than unity.195 This is not always true, especially with small low-density
cavities upstream that can increase the primary fluence in shadowed voxels caus-
ing an indirect increase in scatter. Nevertheless, the ETAR model is powerful
because it guarantees that the calculation will be correct for any homogeneous
medium of non-unit density (i.e., satisfies O’Connnor’s theorem as a constraint),
provided that the effects due to atomic number variations are negligible.

r̃

r̃ij
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While the ETAR method is superior, in some instances, to the RTAR and
power law methods, it is much slower in speed performance. Speed enhance-
ment of the ETAR method has been proposed by Yu and Wong.193 By assum-
ing the invariance of the weighting factors, Wijk, these investigators have been
able to make fast 3D ETAR calculations using the fast Fourier transform
(FFT) technique which improves the practical application of the method for
3D treatment planning. In this approach, the Wijk are essentially the scatter
kernels for an all-water absorber used in a convolution integral. The CT
voxel densities are, however, used fully in correcting for the changes in
TERMA.

Recently, Engelsman et al.196 have tried to assess the limitations of treatment
planning of lung tumors, calculated by some simple tissue inhomogeneity cor-
rection algorithms including the ETAR method. Single multileaf collimator-
shaped photon beams of 6, 8, 15, and 18 MV nominal energy were used to
irradiate a 50 mm diameter spherical solid tumor, simulated by polystyrene,
which was located centrally inside lung tissue, simulated by cork. One of the
main findings of their study is the quantification of the difference between the
actual penumbra broadening and that calculated by ETAR, Power Law, and
EPL correction algorithms. Those algorithms predict almost no penumbra
broadening independent of the photon beam energy. Wong et al.197 studied the

Figure 14. The “scatter kernel” or spatial pattern of energy which is spread
(mainly) downstream from an interaction voxel resembles a water drop in its
shape. This can be interpreted from two points of view: (1) as iso-contributions
from upstream scattering points to a destination dose point (i.e., a receiver’s
viewpoint) or (2) as the energy spread from a scattering point to downstream
voxels (i.e., a sender’s viewpoint).
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effects of air cavities on x-ray dose distribution at 6 and 25 MV. Measured dose
was then compared to calculated dose using Clarkson sector integration and
ETAR algorithms. Both algorithms show errors in dose calculation at the distal
surface of air cavities mainly because they fail to account for the effect of elec-
tron disequilibrium. Du Plessis et al.185 have compared the Batho and ETAR
dose calculation methods in CT based head/sinus, lung, and prostate patient
models for 2 ¥ 2, 5 ¥ 5, and 10 ¥ 10 cm2 open x-ray beams. The EGS4-based
BEAM code was used to construct a generic 8 MV accelerator to obtain a
series of x-ray field sources. Their results indicated that the Batho and ETAR
methods contained inaccuracies of 20% to 70% in the maxillary sinus region in
the head model. Large lung inhomogeneities irradiated with small fields gave
rise to absorbed dose deviations of 10% to 20%. It is also shown for a 10 ¥ 10
cm2 field that the program DOSXYZ models lateral scattering in lung, which is
not modeled by the Batho and ETAR methods. All the calculations were evalu-
ated against the Monte Carlo simulations.

Method 2.2: Differential scatter-air ratio (dSAR)

As early as 1968, Beaudoin198 showed that it was possible to use scatter-air
ratios, cast in a differential form, to calculate the dose to a point in an inhomo-
geneous medium. In this method the scatter contribution that arises from vox-
els within the irradiation volume is determined by a scatter-air ratio table,
which has been differentiated numerically in the depth and lateral r directions.
The scatter from such an elemental volume DV is dependent on five parame-
ters199: (i) the attenuation of the primary en route to the scattering volume
DV; (ii) the number of photons per electron of DV emitted; (iii) the attenuation
and geometrical dispersion of the scattered photons; (iv) the absorbed dose per
unit fluence; (v) the electron density of the volume DV.

The integration that is performed is very analogous to a first scatter integra-
tion over volume except that differential scatter-air ratios are used in place of
scattering cross sections.109 When developed in 1968, this method was well
ahead of its time, years prior to CT scan availability. However, due to the slow-
ness of computers, the time required to do a three-dimensional integration and
the lack of availability of patient-specific CT density data, the method was
never implemented clinically.

Method 2.3: Delta volume (DVOL)

Wong and Henkelman,116 and Wong et al.200 proposed a further improvement
on the semi-empirical approach of the dSAR method in 1983. They first con-
sidered a primary and an analytical first scatter calculation and, then, a term
containing SARs and a residual scatter component determined experimentally.
They proposed two limiting conditions that should be met by all photon dose
calculation algorithms: accurate prediction of dose for: (i) the effect of a small
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air void within a unit density medium (i.e., their experimental setup); and (ii)
the homogeneous, non-unit density medium (i.e., O’Connor’s theorem).

The first order scatter ray tracing is, in principle, more complete than the
ETAR density scaling scatter model. DVOL calculations have been shown to
agree with measurements to better than 3% for complex mediastinum geome-
tries in which the dose point is in between two laterally placed lung volumes, if
the condition of electron equilibrium holds. Unfortunately, the improved accu-
racy comes with very long calculation times due to the nature of 3D volume
integration and the relatively low computational power of the 80s.201 To the best
of our knowledge, this method is not used clinically.

Method 2.4: Differential tissue-air ratio method (dTAR)

Kappas and Rosenwald,199,202 have found that a simplification of the differen-
tial scatter-air ratio method (dSAR) proposed by Beaudoin198 applied to a slab
geometry gives more accurate results than the original method. Thus, a
method, which takes advantage of this simplification has been developed, called
the “differential tissue-air ratio method (dTAR)”. The simplification of the
dSAR method essentially consists in suppressing the multiplicative factor K(q,
m) = exp[(m0cosq - m1(q)](b - b) which accounts for the lateral distance between
the primary interaction and the calculation point. The quantities m0 and m1(s)
are the linear attenuation coefficients in water of the primary and of the first-
order scattered photons arriving at point after a scattering of angle q; b is the
path length en route to point M (in the waterlike medium) and b is the corre-
sponding effective path length (in the heterogeneous medium). Consequently,
for a density less than unity, if one uses K(q, m) = 1 for all volume elements, the
total first scatter contribution (first and multiple arising from each voxel DV in
the medium) will be reduced compared to the original dSAR method. 

The dTAR method:

• does not require any specific measurements or predetermination of voxel
scatter data, the only data actually needed being geometrical distances
and standard TAR values. 

• it is an additive approach accounting for all the layers located in front of
the calculation point, one layer at a time. 

• leads to calculation times not significantly longer that the conventional
methods. 

• provides similar results to the power law (Batho) method, although it
seems to be slightly better for large fields within lung inhomogeneities. 

The method generally shows an agreement better than 1.5% for on-axis
points and for the majority of situations as long as the electron equilibrium is
achieved. The dSAR method makes the assumption that the introduction of an
inhomogeneity causes the first and multiple scatter components of radiation to
change by the same ratio. Thus, for very large fields and depths and when the
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overlying tissue is thick (over 5 cm), the discrepancy between measurements
and calculations is greater than 2% but less than 6%.202

Method 2.5: 3D beam subtraction method

The 3D beam subtraction method (3D-BSM) proposed by Kappas and
Rosenwald,183,202 tries to ameliorate the methods of category 1 by taking into
account that (i) the point of calculation is not necessary located on the beam-
axis, (ii) the primary is not always affected by the presence of the inhomo-
geneity, (iii) the lateral dimensions of the inhomogeneity could be smaller than
the field dimensions. The method consists of using a mathematical combination
of on-axis conventional (category 1) correction factors. Each factor is calcu-
lated according to the actual size and position of the inhomogeneity relative to
the calculation point and the beam geometry. The method is originally based
on Day’s formula,203 where in a rectangular 2X*2Y field the dose at any off-
axis point P can be computed as the average between the dose contributions
from four independent rectangular sections located around P.

The 3D-BSM is characterized by the fact that: (i) it assumes that the
patient’s internal structure can be represented in terms of macroscopic volumes
of tissues of different but uniform “effective” densities (i.e., contoured or seg-
mented regions); (ii) the shapes of inhomogeneities are approximated by paral-
lelepipeds; (iii) the algorithm defines several “inhomogeneous” parallelepipeds
(alternatively crossed or not crossed by the primary ray) for each inhomogene-
ity; (iv) their limits are adjusted as a function of the relative position of the cal-
culation point and the inhomogeneity according to the beam direction.

The global correction factor is therefore

(28)

where is the sign of the product Ui,Wj , Ui and Wj represent the algebraic
distances from point P to the inhomogeneity limits, is the dose at the
center of the corresponding rectangular field in the absence of the inhomogene-
ity. Cij is the on-axis conventional correction factor (category 1) for the field Ui

and Wj.
Using the described method, observed errors between experimental data and

calculated correction factors are attributed, on one hand, to the accuracy of the
on-axis correction factor (Cij) and on the other hand, to the simplifications spe-
cific to this method.

It is assumed that the scatter arising laterally from the homogeneous regions
is not modified by the presence of the inhomogeneity. This assumption is less
and less valid as the inhomogeneity is larger and its electron density more dif-
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ferent from unity. In the case of rhet < 1, the importance of the lateral scatter is
thus theoretically underestimated and so is the corresponding correction factor.

On the other hand, if one considers a parallelepiped located laterally at prox-
imity from an inhomogeneity (rhet < 1), the interaction between this paral-
lelepiped and the inhomogeneity results in a lack of scatter (second order
scatter and above). This is not taken in account in this method, which assumes
that, each parallelepiped behaves independently from the others. It should
therefore result in an overestimation of the calculated correction factor.

The method is very fast and comparable in performance with the Batho
method with no additional data requirements. The 3-D BSM method is imple-
mented in the “3D-ISIS” treatment planning system (“Technologie Diffusion”,
Institute Curie, Paris, France).

Category 3: Non-Local Energy Deposition (Electron Transport); 
1D Density Sampling

The methods of category 1 and 2 are more applicable to photon beams with
energies less than 6 MV where electron equilibrium is assumed to hold and
where the photon scatter contribution is greater. However, they are not well
suited for higher energy photon beams where the scatter contribution is less
important and the effects of electrons set in motion by the photons can lead to
very high dose changes locally.

Method 3.1: Convolution techniques 

Several models,107,119,125,129,204,205,206,207,208,209,210,211,212,213 have been developed in
recent years that focus on the transport of secondary electrons arising from pri-
mary photon interactions. Analytic approximations or Monte Carlo simulations
are used to model the energy deposition distribution from the site of photon
interaction in water, forming a dose spread kernel that is then adjusted for the
inhomogeneous patient medium. Scattered photon dose kernels are also gener-
ated with or without the assumption of local energy deposition.

Convolution techniques get their name from the mathematical expression
(section IIIF) that governs the dose calculation algorithm. In essence, the
energy fluence distribution is convolved with the scatter spread kernel to obtain
dose. Energy deposition kernels represent the response of the medium; com-
monly water, to an incident elementary radiation. Pencil beam kernels have long
found widespread applications in electron dose calculation algorithms. For a
monoenergetic photon beam the energy deposition by secondary particles from
the primary interaction site is independent of the geographic location of the site
(in homogeneous media) and thus convenient to be described by a kernel.
Although three-dimensional in nature, the kernels can be integrated (prior to
the convolution) in one or two dimensions, giving rise respectively to a pencil
beam kernel and a planar spread function (Figure 15). This is analogous to the
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Figure 15a. Scatter kernels of different dimensions.

Figure 15b. Scatter kernels of different dimensions.

collapsed ETAR implementation that was discussed earlier, and aims to sim-
plify the calculation and reduce the computation time at the expense of reduced
accuracy in the presence of inhomogeneities. An example of such a photon pen-
cil beam algorithm is now used commercially (Bruinvis, Nucletron, MDS
Nordion) for external beam dose calculations.
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Method 3.2: Fast Fourier Transform (FFT) convolution

The FFT convolution method introduced by Boyer et al.134 is given for a poly-
energetic beam spectrum as

(29)

where:

is the dose spread kernel for the nth energy interval, and

is the spectrally weighted primary fluence given by equation (25).

(30)

where:

is the primary energy fluence.

In the inhomogeneous medium, a relatively simple 1D anatomy-sampling
model is used which corrects for the primary fluence or TERMA. The first scat-
ter-spread kernel is adjusted for the primary fluence at the point of interaction and
for the density of the interaction site. The same 1D information is used for mak-
ing a first order adjustment of the first and higher order scattered photon dose
contributions. In the Boyer FFT method, the separation of the primary and scat-
tered corrections provides noticeably improved results over the earlier 1D models.
In the semi-infinite slab inhomogeneous geometries irradiated with cobalt-60, the
calculations rival those using ETAR or DVOL methods. Poor results were
observed with aluminum inhomogeneity because the effects of atomic number
changes are not addressed by the model. Recent refinements to this model scheme
have been introduced independently by various workers.193,214,215,216,217,218,219,220

With simplifying approximations, the convolution (assuming invariant ker-
nels) can be implemented using techniques such as the FFT algorithm to greatly
reduce computation time. These methods can compute the dose very accurately
in areas of electronic disequillibrium due to build-up and build-down effects
(e.g., entrance and exit dose, dose at the edge of the radiation field, and dose
under the beam blocks). While these are not internal inhomogeneity effects,
they are significant, especially as the radiation fields become more collimated
both in conformal and in IMRT planning and delivery.

Category 4: Non-Local Energy Deposition (Electron Transport); 
3D Density Sampling

This category of inhomogeneity correction methods employs complex mod-
els to incorporate 3D density CT information for the transport of both scattered
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photons and electrons. These methods include the dose spread array (DSA)
method by Mackie et al.107, the differential pencil beam (DPB) method by
Mohan et al.108, the convolution method using total energy released in the
medium (TERMA) concept of Ahnesjo et al.55 and the forward and backward
scatter transport model of Iwasaki221,222,223 (in 1D). More recently Woo et al.94

extended the ETAR method to include electron transport in what has been now
implemented in Theraplan-Plus (MDS-Nordion).

Method 4.1: Superposition-convolution methods

A number of authors have studied the application of the superposition and
convolution principles to dose calculations in radiotherapy. The underlying
challenge is to account for tissue inhomogeneities that deform both the TERMA
distribution and the dose spread kernels. Tissues that lie along the primary ray
lines from the radiation source(s) directly influence the TERMA at each point
in the patient. Most methods of dose calculation account correctly for this vari-
ation in primary energy fluence. The primary beam penetration is calculated by
ray-tracing151,160,224 through the voxel densities in the 3D volume along divergent
beam ray paths.

Figure 4 showed how photon energy fluence (and hence the TERMA) and
the dose could be quite different and how these differences can be explained by
the superposition principle.56,110,225,226 This example showed distributions for a
small field (5 ¥ 5 cm) of 5.0 MeV x-rays incident on an all-water phantom and
a slab phantom consisting water, low-density cork (=0.3g/cm3), and water. An
increased penetration through the low-density material is observed (Figure 4b
vs. Figure 4a). The fluence distributions exhibit very sharp field edges because
the blurring due to scattering in the phantom is not yet included in this first
stage (TERMA) of the calculation. In the second stage (DOSE), the spread of
energy by secondary particles is considered. The fluence patterns (Figure 4c
and Figure 4d) become blurred by the energy spreading within the phantom,
exhibiting an initial build-up region starting at the beam entrance surface, and
a penumbra developing near to the beam edge. In this heterogeneous medium,
the spatial extent and shape of the dose spread kernels K(r¢;r) is deformed by
the local density environment for each superposition point, and the dose distri-
bution is considerably broadened in the low-density zone (Figure 4d vs. Figure
4c). Furthermore, an unexpected effect in which the central dose is actually
reduced within the lung, in opposition to the elevated fluence (Figure 4d vs.
Figure 4b) is also observed. This build-down effect is due to a disruption of
charged particle equilibrium. Because the lateral range of charged particles
increases in the low-density medium, more electron energy is “out-scattered”
laterally than is “in-scattered” because of the small field size (5 cm ¥ 5 cm).
This effect is strongly influenced by the beam energy and the density of the tis-
sues irradiated and to a smaller extent by the finite size of the x-ray source.96

The overall effect upon a single beam dose distribution is illustrated in 3D for
an 18 MV x-ray beam (5 cm ¥ 5 cm) in Figure 16. This figure shows a simu-
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lated water/lung/water phantom where the beam is incident perpendicularly
from the top. The colors correspond to relative units of dose in a thermal scale,
red being the highest level. Reliance on a simple consideration of the primary
radiation alone (i.e., TERMA only in Category 1 and 2 algorithms) can yield
misleading dose predictions under some clinical situations, such as lung
exposed to small fields of high-energy (> 10 MV) x-rays.35,227

As was described earlier, the convolution/superposition calculation has two
elements to it. The TERMA part that describes the distribution of the energy
that is released at a primary interaction site and is available for consumption in
the medium and the kernel part that describes the distribution of the scatter
from a primary interaction; in essence the kernel dictates how the TERMA is
going to be distributed in the medium. Starting with Monte Carlo or analyti-
cally generated dose spread kernels as input, both the primary and first order
scatter ray tracings are used to process the 3D density information. The equa-
tion for the TERMA element (T) of the convolution method is given by

(31)

Figure 16. 3D single beam dose distribution for an 18 MV x-ray beam (5 cm
¥ 5 cm). Because the lateral range of charged particles increases in the low-
density medium, more electron energy is “out-scattered” laterally than is “in-
scattered” because of the small field size.
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The convolution/superposition is then simply the integration of the TERMA
distribution multiplied by the kernel over the entire patient volume. Since the
indexing is performed in radiological space (density*distance) the mathemati-
cal expression of the integral is:

(32)

In general, the effective density calculated along the scattered ray path is
used to change secondary particle contributions or to look up the appropriate
value in the scatter kernel using density scaling. The latter holds for all orders
of photon scatter and is a good approximation of electron transport. These
methods are by far the most complete of all inhomogeneity correction methods
discussed thus far. Excellent results have been demonstrated for a variety of dif-
ficult low-density inhomogeneous media. The 3D implementation of convolu-
tion superposition algorithm can operate in three modes that include electron
transport where: (i) both the TERMA and the kernel are scaled by density
(equation 32); (ii) only the TERMA includes the density distribution, while the
kernel does not; and (iii) both TERMA and the kernel assume that the patient
is homogeneously made of water. Some clinically relevant results are shown in
Figure 17.

Several computation time reduction schemes have been implemented from
the use of variable calculation resolutions to the “collapsed cones”106 for reduc-
ing the scatter ray trace burden. TERMA distributions are generated and cal-
culated and then convolved with either analytical or Monte Carlo generated
kernels that account for scattered photons and transport of charged parti-
cles.72,209 The TERMA array is weighted to account for the polyenergetic nature
of the beam,228 as is correction for kernel tilting with beam divergence.209

D r T r K r r d r
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Figure 17. 3D implementation of convolution superposition algorithm: (i) both
the TERMA and the kernel are scaled by density [Equation (32)]; (ii) only the
TERMA includes the density distribution, while the kernel does not; and (iii)
both TERMA and the kernel assume that the patient is homogeneously made of
water.
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The collapsed cone convolution method uses an analytical kernel repre-
sented by a set of cones, the energy deposited in which is collapsed onto a line
(hence the name). In practice, the method utilizes a lattice of rays, such that
each voxel is crossed by one ray corresponding to each cone axis. TERMA is
calculated at regular points along each ray and the resulting energy directed
into the associated cone is used to increment the dose deposited at points along
the ray (via the kernel parameters for that ray angle). Dose at a point is the sum
of contributions from each such ray (one for each cone angle), where dose due
to each ray is an accumulation of the effect of TERMA at all points on the ray.
The polyenergetic spectrum is accounted for in the TERMA calculation via an
effective attenuation coefficient, and there is an empirical correction to account
for the fact that the kernel parameters do not vary as the primary beam hardens
with depth.209 Adaptive and full collapsed cone options exist. The adaptive vari-
ant uses a dose gradient difference method to reduce the time of calculation.

The collapsed cone method proposed by Ahnesjo106 applies an angular dis-
cretization of the kernel that enables an efficient approach for energy transport
and deposition. The geometry is shown schematically in Figures 18a and 18b.

In order to simplify the use of kernels, analytical fitting has been proposed
for point kernels106,229 and for pencil kernels by Ahnesjo et al.128 The approach
used by Ahnesjo for polyenergetic point kernels was to model the kernel as
mediated by rectilinearly transported particles with exponential attenuation and
inverse square divergence according to

(33)

where Aq, aq, Bq, and bq are fitting parameters depending on the scattering angle
q. The first term mainly describes the primary and the second term the scatter
dose fraction.

Angular discretization of a parameterized point kernel yields, for each dis-
crete angular sector (cone) W i, the energy deposition per radial distance as

(34)

Notice that the inverse square of the radius cancels due to the increasing
cross section of the cone W i with increasing radius. When the angular dis-
cretized kernel is convolved with the terma distribution, all energy released into
the cone direction W i from volume elements on the cone axis is approximated
to be rectilinearly transported, attenuated, and deposited in volume elements on
that axis; i.e., the cones are collapsed onto their axes (see Figure 18a). A lat-
tice of transport lines, representing cone axes, is constructed to cover the irra-
diated volume such that each direction intersects every calculation voxel. This
requires a parallel subset of lines for each discrete direction of the “collapsed”
kernel, which can be arranged in several ways.104,106,230,231
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Because of the exponential description of the kernel, the energy transport
along a line can be expressed analytically resulting in recursive formulae that
only need to be evaluated once for each voxel on that line. Kernel scaling for
the heterogeneities is performed during the recursion, both for the primary and
scatter dose kernels [i.e., both terms in equations (33) and (34)]. The recur-
sions pass each voxel at least once per direction. When each point is calculated
individually, the number of operations will be proportional to MN4, where M is
the number of conical sectors (angular bins). If instead the dose is calculated in
one sequence for a bulk of N3 points, the total number of operations needed in
heterogeneous media is proportional to MN3. In a similar method Reckwerdt
and Mackie231 bypassed the exponential parameterization by using the result of
an initial ray-trace along each transport line to look up the radiological distance
between each pair of release/deposition points. This results in an MN4 algo-
rithm, because for each point the other points on the same line have to be vis-
ited separately. The collapsed cone method has been implemented in
commercial systems (e.g., MDS-Nordion, Helax).

54

Figure 18a. A consequence of the collapsed cone approximation to transport
the energy along a discrete axis is that the energy that should have been
deposited in voxel B¢, from interactions at the vertex of the lower cone, is
deposited in voxel B and vice versa. This displacement grows with distance;
however, the first scatter fraction decreases with increasing distance, making the
approach acceptable as the total energy deposited is conserved. Most energy is
deposited close to where it is released, making displacement errors less impor-
tant since it takes place mainly within voxels, as shown by the voxels A and A¢
(Reprinted from A. Ahnesjo,106 “Collapsed cone convolution of radiant energy
for photon dose calculation in heterogeneous media,” Med. Phys. 16:577–92
(1989) with permission from the American Association of Physicists in
Medicine.)
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Figure 18b. Example of a simple lattice of cone axes made to cover the 3 ¥ 3 ¥
3 calculation voxels with the 26 discrete cone directions used in this case. In
this example all transport lines intersect at each voxel center but this is not
required as long as each voxel is intersected by each direction (Reprinted from
A. Ahnesjo,106 “Collapsed cone convolution of radiant energy for photon dose
calculation in heterogeneous media,” Med. Phys. 16:577–92 (1989) with per-
mission from the American Association of Physicists in Medicine.)

Method 4.2a: Monte Carlo method: overview

The Monte Carlo method provides a bridge between measurements and ana-
lytically based numerical calculations (see reviews of Monte Carlo applications
in medical physics by Andreo,232 Rogers and Bielajew,233 and Mackie234,235).
These three techniques provide complementary descriptions and each would be
less useful  or credible without the cont r ibution of the other two.
Experimentation and simulation result in the distillation of insight by a careful
choice of parameters to be measured in one case and “scored” or tabulated in
the other. Monte Carlo calculations provide a benchmark for analytic calcula-
tions and a verification of results obtained in difficult measurement situations.
In turn, Monte Carlo calculations are built on the foundations of measured and
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calculated probability distributions, for example, those describing fundamental
scattering processes and energy loss.

Monte Carlo modeling is often done in situations in which physical measure-
ments are difficult or impossible. It is possible to “synthetically measure” sig-
nificant but almost un-measurable quantities such as the contribution of dose
from different orders of photon scattering. While, in principle, the spectra of
high-energy clinical linear accelerators can be measured, such measurements
are often difficult to realize. The main difficulties in such reconstructive tech-
niques based on measured depth dose distributions or attenuation measure-
ments are:

(a) depth dose distributions from monoenergetic photons calculated by
Monte Carlo must be available.

(b) the use of different constraints on the spectral shape is necessary to
handle numerical conditioning problems.

(c) the dose from charged particle contamination in the build-up region
complicates the use of data from that region including the depth of dose
maximum.

Some authors suggest ways to unfold the accelerator spectrum from meas-
urements; either from monoenergetic depth dose distributions126,129,236,237,239 or
based on attenuation measurements.240,241,242,243,244,245,246

On the other hand, Monte Carlo spectra can now be obtained relatively
easily. Several workers performed Monte Carlo simulations of the treatment
head for modeling radiation treatment machine heads, and generating the
energy spectra and angular distributions of photon beams produced by linear
accelerators and Co-60 teletherapy machines, and for studying other charac-
teristics of photon beams.52,53,247,248,249 This approach assumes a detailed knowl-
edge of the materials and geometry of the contents of the accelerator head
being used clinically.

The Monte Carlo technique of radiation transport consists of using knowl-
edge of probability distributions governing the individual interactions of elec-
trons and photons to simulate their transport through matter. The resultant
distributions of physical quantities of interest from a large number of simulated
particles (called “histories”) provide a description on the average transport
properties and the associated distributions such as the dose deposition. This is
done, in general, in the following way (referring to photon interactions): from
the exponential attenuation distribution, the appropriate cumulative distribution
can be evaluated and the distance s between interactions in a medium (step
length) is determined by:

s = - lln(1 - x) (35)

l being the mean free path at the photon energy at the beginning of the step and
x a random number, 0 £ x £ 1. For the production of “true” random numbers,
the so-called Random Number Generators (RNGs) have been developed. All
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RNGs are based upon specific mathematical algorithms, which are sequential
and repeatable with a very long period. As such, the numbers are pseudoran-
dom. Nevertheless, when the generator is “well-behaved,” even if the sequence
of numbers is used more than once, the probability of having more than one
particle history starting in the same event position is practically negligible. This
means that when the end of a sequence is reached, it will be started again dur-
ing some of the sampling procedures used along the simulation.

The type of interaction event occurring after the step s is sampled from the
appropriate relative probabilities p i (ratios of single cross-sections to the total
cross-section), using their cumulative distribution function Pi. Another random
number x selects the interaction event i(x) such that:

(36)

where i(x) is the Rayleigh, photoelectric, Compton or pair production effect at
the corresponding photon energy.

Different techniques exist to sample from the probability distributions
describing photon interactions after the distance s. The small number of inter-
actions that take place when photons traverse through matter has motivated the
development of variance reduction techniques53 to decrease uncertainties that
can be evaluated by statistical methods. In such techniques the “natural
physics” is manipulated in a number of different ways so as to increase the rel-
ative occurrence of certain events. Forced interactions, importance sampling
Russian roulette, and particle splitting are commonly used techniques.

Monte Carlo techniques have become widely used in medical physics
because of the massive increase in computing power in the last decades and
because of the availability of powerful codes such as BEAM, EGSnrc, PENE-
LOPE, and ETRAN/ITS/MCNP. Both trends can be expected to continue so
that Monte Carlo techniques for radiation transport will only continue to
increase in importance in the next decade. In the short term, the commercial
application of codes such as DPM,250 MCDOSE,251,252 or VMC++,63 should start
to make Monte Carlo a useful technique in clinical treatment planning. The
VMC++ code developed by Kawrakow making use of some highly innovative
variance reduction techniques including photon splitting, electron history repe-
tition, Russian Roulette, and a technique called STOPS253 (Simultaneous
Transport of Particle Sets), can do an electron beam calculation in about 35 s
on a 500 MHz machine (4 times faster machines are available today for a very
affordable cost) and photon beam calculations take about 360 s.235 DPM is capa-
ble of computing 3D dose distributions (in 1 mm3 voxels) which agree to within
1% in dose maximum with widely used and exhaustively benchmarked general-
purpose public-domain MC codes in only a fraction of the CPU time. A repre-
sentative problem, the simulation of 1 million 10 MeV electrons impinging
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upon a water phantom of 128(3) voxels of 1 mm on a side, can be performed
by DPM in roughly 3 min on a modern desktop workstation.

Furthermore, improvements in Monte Carlo calculation speed demonstrated
by the project “PEREGRINE” of Lawrence Livermore Laboratory254 showed
that real-time Monte Carlo dose calculation could be possible for all modalities,
including photons. Based on the EGS4 code, Wang et al.255 proposed to improve
efficiency through the use of variance reduction techniques and density thresh-
olding, the latter to speed up the ray-tracing calculations.

Method 4.2b: Monte Carlo: dosimetry in heterogeneous media

There are two types of tissue interface most significant in radiotherapy;
namely between any low-density inhomogeneity and soft tissue and between
bone and soft tissue. Interface dosimetry for prosthetic implants is the subject of
a different task group report48 although the physical processes of the interactions
and the observed dosimetric changes are of the same nature. Dose perturbations
at an interface are due to a number of complex effects.75,90,91,217,256,257,258 The attenu-
ation coefficients, the mass energy absorption coefficients, and the mass collision
stopping powers are different on either side of the interface. For Monte Carlo
simulation accurate charged-particle transport is important because charged
particles set in motion on one side of the interface can migrate to the other side
and deposit energy. Inadequate treatment of charged-particle transport will
result in inaccurate prediction of the resultant “hot/cold spots” spurious effects.

Several Monte Carlo codes have been used with success in supporting,
testing, or guiding the development of dose calculations for radiotherapy
appl icat ions ,  especia l ly  for  complex  t issue  inter face  prob-
lems.64,177,181,217,257,259,260,261,262,263,264,265,266,267,268,269,270,271,272,273,274

Mackie et al.275 utilized the EGS code to model the dose distribution both
within and distal to simulated regions of lung in order to test the ratio of tissue-
air ratios (TAR), Batho, and equivalent TAR methods. Figures 19 and 20 show
the central-axis dose correction factor when a 15 MV x-ray beam irradiates a
heterogeneous slab phantom. When the field size is decreased, electron dise-
quilibrium causes the central axis dose to be reduced considerably. This is
observed experimentally (solid lines) and in the Monte Carlo simulation
(Figure 19), but not with simpler dose algorithms (Figure 20). The curve trends
are similar for the measured and Monte Carlo results (Figure 19), but there is
an offset approximately 2% between measured and computed data. This dis-
crepancy is attributed to a combination of small effects, including the use of the
ion chamber under conditions of charged particle disequilibrium, mismatch of
x-ray spectra, or differences in the assumed (0.25 g/cm3) and actual density of
cork. The agreement among the Monte Carlo calculation, analytical calcula-
tions, and measurements181,259 is within about 2%. Allen Li et al., systematically
studied the dose perturbation near planar and cylindrical air cavities in a water
medium irradiated by megavoltage x-ray beams. The combined set of Monte
Carlo calculations showed that the dose reduction near an air cavity is greater
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for: (i) smaller x-ray field size; (ii) higher x-ray energy; (iii) larger air-cavity
size; and (iv) smaller depth in water where the air cavity is situated. Notice that
there is no sharp rise in dose at the first tissue-lung interface as reported by
Webb and Parker.276 Indeed, there is a small reduction in dose attributable to
decreased backscatter from the low-density region. The field size was 10 cm in
diameter, which is large enough to establish lateral electron equilibrium at the
central axis. Therefore, the reduction of dose could not have been due to lack
of lateral equilibrium.

Lateral disequilibrium of electrons can produce perturbations in dose in
low-density regions in heterogeneous phantoms. Mackie et al.275 used the EGS
code to model a 0.25 g/cm3 slab of water-like material simulating lung embed-
ded in a water phantom. They showed that there is a reduction in dose in the

Figure 19. Comparison of inhomogeneity correction factors produced by a
Monte Carlo calculation with measured data for 15 MV x-ray fields of different
sizes. The solid lines are measured data while the isolated points are those
obtained by a Monte Carlo calculation. Charged particle equilibrium is not
established for field sizes of less than 10 ¥ 10 cm2, and there is considerable
underdosage within cork. (Reprinted from T. R. Mackie, E. El-Khatib, J. J.
Battista, J. Scrimger, J. Van Dyk, and J. R. Cunningham,275 “Lung dose correc-
tions for 6 MV and 15 MV x-rays,” Med. Phys. 12:327–332 (1985) with per-
mission from the American Association of Physicists in Medicine.)
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low-density medium if the distance from the field boundary is smaller than the
lateral range of electrons (see Figures 19 and 20). There is a corresponding
increase in the dose outside the field.

Figure 21a shows isodose curves produced by a monoenergetic pencil beam of
5-MeV photon beam incident on homogeneous and heterogeneous phantoms. In
the lung region, the lower-valued isodose lines “bulge” laterally. This could have
occurred because the electrons or the scattered photons have an increased range
in the lower-density medium. To prove that the effect is due to an increased elec-
tron range, the Monte Carlo calculation was repeated without and with electron
transport (Figure 21b): the KERMA and the dose were calculated at a position
midway into the low-density region as a function of distance from the central
axis. KERMA was obtained by “turning off” electron transport; i.e., by making
the cut-off energy higher than any possible electron energy. This forced the
charged-particle kinetic energy to be deposited on the spot where the particle
originated. The lateral spreading is attributable mainly to electrons, since the
KERMA curves for heterogeneous and homogeneous phantoms are very similar.

Figure 20. Results for irradiation with 15 MV x-rays and 5 ¥ 5 cm2 field. Dose
measured and calculated at points along the central axis in both a homogeneous
and a heterogeneous phantom composed of slabs of waterlike and lunglike
materials. (Reprinted from T. R. Mackie, E. El-Khatib, J. J. Battista, J.
Scrimger, J. Van Dyk, and J. R. Cunningham,275 “Lung dose corrections for 6
MV and 15 MV x-rays,” Med. Phys. 12:327–332 (1985) with permission from
the American Association of Physicists in Medicine.)



www.manaraa.com

61

Figure 21a. Isodose curves generated by a Monte Carlo calculation for a pencil
monoenergetic beam of 5 MeV photons that approximates a 15 MV x-ray spec-
trum. The right hand side was obtained for a homogeneous water phantom
while the left-hand side is for a heterogeneous phantom with a cork slab
(shaded). (Reprinted from T. R. Mackie, E. El-Khatib, J. J. Battista, J.
Scrimger, J. Van Dyk, and J. R. Cunningham,275 “Lung dose corrections for 6
MV and 15 MV x-rays,” Med. Phys. 12:327–332 (1985) with permission from
the American Association of Physicists in Medicine.)

De Marco et al.247 have used a high-density heterogeneity phantom (from
Masterson et al.277) consisting of a 3 cm ¥ 3 cm ¥ 10 cm cortical bone insert
(mass density: 1.87 g/cm3) inserted into a 25 ¥ 25 ¥ 25 cm3 polystyrene support
base with 28 TLD-100 rod inserts. The measurement setup for the high-density
heterogeneity is based upon a field size of 10 ¥ 10 cm2 and a SSD of 95 cm. All
data sets are normalized to a depth of 5.0 cm. Figure 22 provides a benchmark
comparison between the TLD measurements, film dosimetry and MCNP4A
(Monte Carlo N-Particle, version 4A)278,279 calculations, and a conventional
treatment planner for the 10-MV photon beam (the Wong-Henkelman116 cor-
rection factor is used to account for bulk heterogeneities and the equivalent tis-
sue-air ratio (ETAR) method of Sontag and Cunningham167 is used for CT-based
correction factors). There is good agreement between the MCNP4A calcula-
tions and measurements for the three beam energies. The agreement of the con-
ventional algorithm with film measurement and the MCNP4A calculation
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reveals a similar trend for all three energies. Within the bone heterogeneity
there is good agreement due to the normalization point, but for depths beyond
the heterogeneity the conventional algorithm consistently overestimates the
depth dose. At a depth of 10 cm from the surface of the phantom, the conven-
tional system calculates a depth dose that is 5.6%, 8.9%, and 17.6% greater
than MCNP4A calculated values for the 6, 10, and 25 MV photon beams,
respectively. The magnitude of discrepancy may change if a different point of
normalization is used for the comparison.

The bone-soft tissue interface is often modeled by an aluminum-water inter-
face. Webb and Fox170 calculated the dose from a 60Co g-ray beam near a water-
aluminum interface using a Monte Carlo code, modified from previous work276

to take into account the changing stopping power as the electrons slow down.
Figure 23269 shows that the dose distribution is qualitatively no what is expected.
For example, there is not prediction of increased dose from backscatter. This
was likely due to excluding electron scattering.

Rogers and Bielajew280 have found quite different results with a similar geo-
metric setup. They calculated the dose, using EGS, near a water-aluminum
slab interface from a 60Co g-ray beam and compared the results with those

Figure 21b. Dose profile across the pencil beam at a depth (d) of 10.5 cm. The
KERMA curve only considers the transport of photons while the dose curve
also considers the transport of electrons away from sites of photon interaction.
(Reprinted from T. R. Mackie, E. El-Khatib, J. J. Battista, J. Scrimger, J. Van
Dyk, and J. R. Cunningham,275 “Lung dose corrections for 6 MV and 15 MV x-
rays,” Med. Phys. 12:327–332 (1985) with permission from the American
Association of Physicists in Medicine.)
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using the CYLTRAN code.281 The dose in water very near the interface is ele-
vated by a few percent, indicating increased backscattering from aluminum.
The dose in aluminum just downstream from the interface is reduced by
approximately 15%.

The simulation by Webb269 of the dose near a water-aluminum interface was
repeated by Mackie282 for the same phantom configuration using the EGS code.
The 10 ¥ 10 cm2 beam was approximated by a 10.6-cm-diameter beam, the
equivalent circular field.283 The EGS calculation exhibits a sizable dose from
backscattering from the aluminum slab. More significantly, the EGS simulation
does not predict a buildup region in the aluminum layer. Instead, the dose falls
away rapidly at depths away from the interface. The simulations of both Webb
and Mackie agree on an approximately 13% reduction in dose at a sufficient
distance away from the interface to establish electron equilibrium. This reduc-
tion corresponds to the reduced mass absorption coefficient for aluminum com-
pared with water. The results agree qualitatively with those of Rogers and
Bielajew280.

Figure 22. High-density (1.87 g/cm3) benchmark comparison between TLD
measurements, film measurements, and the MCNP4A simulation and conven-
tional treatment planning calculations for a 10 MV photon beam. The field size
is 10 ¥ 10 cm2 with an SSD of 95.0 cm to the top of the phantom. All data sets
are normalized to a depth of 5.0 cm. (Reprinted from J. J. DeMarco, T. D.
Solberg, and J. B. Smathers,247 “A CT-based Monte Carlo simulation tool for
dosimetry planning and analysis,” Med. Phys. 25:1–11 (1998) with permission
from the American Association of Physicists in Medicine.)
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Recently, Wang et al.272 used Monte Carlo dose calculation to assess the
degree to which tissue inhomogeneities in the head and neck affect static field
conformal, computed tomography (CT)-based 6-MV photon treatment plans.
The dose distribution was recalculated with the Monte Carlo method, utilizing
the same beam geometry and CT images as the clinical treatment planning sys-
tem. The Monte Carlo method accurately accounted for the perturbation effects
of local tissue heterogeneities. Monte–Carlo-calculated treatment plans showed
a slightly lower dose received by the 95% of target volume (D95) than the plans
calculated with the pencil beam algorithm. The average difference in the target
volume encompassed by the prescription isodose line was less than 2.2%. The
difference between the dose-volume histograms (DVHs) of the gross target vol-
ume (GTV) was generally small. For the brainstem and chiasm, the DVHs of
the two plans were similar (see Figures 24 and 25).

Several vendors are currently working toward incorporating a Monte Carlo
calculation option in their treatment planning systems with target release dates
of mid 2004. NOMOS Corporation already offers a clinical Monte Carlo ver-
sion based on the PEREGRINE project.237,254 It is still argued, however, that
Monte Carlo may be of more benefit for electron beam planning than for pho-
tons. This stance is based on having an alternative photon beam superposition
algorithm that can be sufficiently accurate in most clinical situations. For the
electron beams the current algorithms continue to rely on weak assumptions in
regard to electron scattering and energy and range straggling, and their accu-
racy can be far inferior as compared to Monte Carlo. For inhomogeneities with

Figure 23. The distribution of absorbed dose for a 10 cm ¥ 10 cm Co-60 beam
incident on a water-aluminum interface (Reprinted from S. Webb,269 “The
absorbed dose in the vicinity of an interface between two media irradiated by a
60Co source,” Br. J. Radiol. 52:962–967 (1979) with permission from British
Journal of Radiology.)
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atomic composition much different from water, as well as for interface dosime-
try, Monte Carlo remains the most powerful tool and will play an emerging role
in clinical treatment planning.

V. DATA COMPARISON OF DOSE IN INHOMOGENEOUS
MEDIA

Various workers have reported measurements made in heterogeneous phan-
toms. These measurements were made specifically to obtain data to test dose
algorithms for cobalt-60 and high-energy x-ray beams. Some workers have

Figure 24. Comparison of the isodose distributions of the three-composite
fields from the transverse, coronal, and sagittal views, for a patient with tumor
in the para-nasal sinus region. The standard plan based on the equivalent path
length method is shown on the upper panel. The Monte Carlo plan is shown on
the lower panel. A common feature observed for individual fields is that the
Monte Carlo calculated doses to tissue directly behind and within an air cavity
are lower. However, after combining the fields employed in each treatment plan,
the overall dose distribution shows only small differences between the two
methods. (Reprinted from L. Wang, E. Yorke, and C.-S. Chui,272 “Monte Carlo
evaluation of tissue inhomogeneity effects in the treatment of the head and
neck,” Int. J. Radiat. Oncol. Biol. Phys. 50:1339–1349 (2001) with permission
from Elsevier Science.)
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Figure 25. A comparison of the DVH of the spinal cord for three patients.
Differences in the details of the DHV and the dose to 1 cc of the structure were
observed, with Monte Carlo calculation generally predicting increased dose
indices to the spinal cord. However, these changes are not expected to be clini-
cally significant. (Reprinted from L. Wang, E. Yorke, and C.-S. Chui,272 “Monte
Carlo evaluation of tissue inhomogeneity effects in the treatment of the head
and neck,” Int. J. Radiat. Oncol. Biol. Phys. 50:1339–1349 (2001) with per-
mission from Elsevier Science.)
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constructed phantoms with different electron densities to simulate simultane-
ously air cavities, lung and bone;277,284,285,286,287,288,289 others have focused their
interest to a single density:

A. Air Cavities

The most extreme case to quantify effects from heterogeneous media is
related to air cavities. The air-tissue interface that gives rise to the skin-sparing
effect for high-energy photon radiation is of clinical concern and must be taken
into account if the tumor extends to the surface (even though this is depending
on contaminant electrons, beam modifiers, etc.). Although dose corrections at
large distances beyond a cavity are accountable by attenuation differences, per-
turbations at air-tissue interfaces are complex to measure or calculate due to
lack of electron equilibrium. Underdosing effects occur at both the distal and
proximal air cavity interfaces. The magnitude of underdosing depends on cav-
ity size, location, and energy. As the cavity thickness increases, the central axis
dose at the distal interface decreases. Increasing field size remedied the under-
dosing, as did the introduction of lateral walls. Experimental data are therefore
required to quantify the magnitude of the dose reduction in the vicinity of air-
tissue interfaces.

Measurements around air cavities have been made with a variety of measure-
ment devices for energies ranging from Co-60 to 18 MV. TLDs have been used
for the majority of measurements.291,292,292,293 Thin-windowed parallel-plate cham-
bers have also been utilized.294,295 Radiochromic film has been recently used for
measurements in a clinical phantom.296,297 Many of these studies provide data sets
limited to measurements distal to a rectangular cavity. Others were based on a
larynx geometry with measurements reported up and down stream of the cavi-
ties.187,265,293,294,295,296,298,299,300 Many of these studies compared measured data with
calculated corrections that did not account for the lack of re-established equilib-
rium near the cavity. Conventional algorithms commercially available will pre-
dict a dose increase well beyond a cavity (beyond dmax) based on straight-line
calculations (RTAR, Power Law Method) but will not predict the build-down
and build-up of dose near interfaces. Even algorithms that explicitly account for
electron transport overestimate the dose close to a cavity.301

Klein et al.294 made extensive measurements of doses on surfaces around air
cavities. A thin-windowed parallel-plate chamber and a special diode were used
for measurements with various air cavity geometries (layer, channel, cubic cav-
ity, triangle) in x-ray beams of 4 and 15 MV. Their results show that following
a 2.0 cm wide air channel for a 4 MV, 4 ¥ 4 cm2 field there was an 11% under-
dose at the distal interface, while a 2.0 cm cubic cavity yielded only a 3% loss.
Measurements at the proximal interface showed losses of 5% to 8%. For a 4
MV parallel-opposed beam irradiation the losses at the interfaces were 10% for
a channel cavity (in comparison with the homogeneous case) and 1% for a
cube. The losses were slightly larger for the 15 MV beam (Figure 26).
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Underdosage at the lateral interface was 4% and 8% for the 4 MV and 15 MV
beams, respectively.

Concerning the dose distribution dependence on energy some reports294,295,302

suggest better clinical results using lower photon energies with the presence of
air cavities and improved target volume coverage when 3D information was
used. Izuno et al.303 reported better local control and survival of early vocal
cord cancer treated with Co-60 vs. 8 to 10 MV photons. Coia et al.302 reported
that Co-60 provided better target coverage when compared to 6 MV at the
expense of a larger volume of larynx receiving a high dose. The lower energy 4
MV provided better target coverage than 10 MV with only slight increase in the
volume of larynx receiving 77 Gy or more. In maxillary sinus treatment with
postoperative irradiation Jiang et al.304 suggest using a water-filled balloon to
reduce the air cavity volume (to reduce the potential dose inhomogeneity). For

Figure 26. Effects of varying air gap thicknesses on distributions (normalized
TMRs) after air for a 4 cm ¥ 4 cm field, (a) 4 MV, (b) 15 MV. (Reprinted from
E. E. Klein, L. M. Chin, R. K. Rice, B. J. Mijnheer,294 “The influence of air cav-
ities on interface doses for photon beams,” Int. J. Radiat. Biol. Phys.
27:419–427 (1993) with permission from Elsevier Science.)
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example, if a pre-cavity thickness for high-energy photons is smaller than the
range of secondary electrons, there will be severe underdosage at the distal
interface. Also the distance between the proximal and distal layers is propor-
tional to the magnitude of the underdosage that occurs at the distal interface,
while underdosage at the proximal interface is fairly consistent. Increase in field
size and introduction of lateral interfaces alleviate some of the dose lost to dis-
placed forward scatter by introducing lateral scatter.

B. Lung

Accurate dose calculations in lung are important to assess lung and tumor
dose in various radiotherapy cancer patients. Those patients of particular rele-
vance are lung cancer and esophagus cancer patients because large volumes of
lung are irradiated to high doses. For treatment of lung cancer, dose hetero-
geneity corrections and subsequent prescription alteration remain controversial.
Energy choice also remains controversial.

Path-length based algorithms: There has been a recent flurry of publica-
tions that challenge the simpler dose algorithms in predicting accurate dose
within or near lung media. These algorithms are used routinely in manual and
computer-aided planning of radiation therapy, but have been validated primarily
for cobalt-60 radiation. One deficiency of all the common correction algorithms
is that they do not work in regions of electron disequilibrium, such as near
lung-tumor interfaces or close to the edges of a beam within lung. This can
become significant with high-energy beams (>10 MV) and it is especially
important with the increased use of 3D planning and non-coplanar beams,
which often involve more treatment fields that most likely traverse greater lung
paths.

Many workers clearly have demonstrated the failure of path-length based
algorithms (i.e., 1D) in the presence of lung.167,196,227,275,305,308,309,310,311

Tests performed with 6 and 15 MV x-rays275 reveal that incorrect doses can
be computed within or near to a low-density medium, particularly when the
field size is small. In these cases, electron equilibrium is not achieved in the lat-
eral direction, thereby violating an implicit assumption of all the above calcula-
tion methods. Figure 20 from Mackie et al.276 demonstrates the rebuild-up
region downstream from cork for 15 MV x-rays and a 5 ¥ 5 cm2 field. A dise-
quilibrium effect, observed for 6 MV x-rays, is much more pronounced with 15
MV x-rays. Within the cork, there is a reduction in dose and all the calculation
methods that assume equilibrium overpredict the dose. Considering the average
longitudinal range of an electron set in motion 15 MV x-rays to be 3.0 cm in
water (i.e., dmax), then this range is elongated to approximately 9.0 cm in cork
with density of 0.33. Laterally the electrons will be scattered to a distance of
approximately of 1/3 to 1/2 of this range, that approximately 3 to 5 cm. Thus,
irradiation of cork with a minimum field width equal to twice this lateral range
(i.e., 6 to 10 cm) is needed to maximize dose along the central axis of the
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beam. The 5 ¥ 5 cm2 field is inadequate for achieving such lateral equilibrium
in a low-density medium.

Figure 27 from Rice et al.312 showed the dependence on these new build-up
regions of the density of the upstream material. They showed lower interface
dose and extended build-up curves beyond the interface. However, in this paper,
calculated and measured doses were reported away from the lung, where equi-
librium was re-established.

Generally, the dose at the ICRU reference point of any lung tumor is calcu-
lated with acceptable accuracy. The accuracy of the algorithms is limited by the
assumption of electron and photon equilibrium. The location of the ICRU ref-
erence point at the center of a unit density GTV provides almost complete elec-
tron and photon equilibrium, hence the relatively small error observed at this
position. These circumstances explain the high accuracy with which the dose
could be calculated even with simple algorithms (pencil beam algorithm with
1D corrections, the modified Batho algorithm, and the equivalent path length
algorithm, see Engelsman et al.196) at the ICRU reference point. Differences
between calculated and measured dose distributions are primarily due to
changes in electron transport in the lung, which are not adequately taken into
account by the simple tissue inhomogeneity correction algorithms. Particularly
for high photon beam energies, clinically unacceptable errors will be intro-

Figure 27. Correction factor for a 15 MV x-rays, 5 ¥ 5 cm2 field as a function
of depth below the surface of the phantom for densities of 0.015 (humid air)
and 0.18 and 0.31 (lung) gcm–3. (Reprinted from R. K. Rice, B. J. Mijnheer, L.
M. Chin,306 “Benchmark measurements for lung dose corrections for x-ray
beams,” Int. J. Radiat. Oncol. Biol. Phys. 15:399–409 (1988) with permission
from Elsevier Science.)
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duced in the choice of field sizes employed for conformal treatments, leading to
underdosage of the planning target volume (PTV). In addition, the dose to the
lung will be wrongly predicted which may influence the choice of the pre-
scribed dose level in dose-escalation studies: many papers have demonstrated
that simplistic algorithms can overestimate the dose at a tumor lung boundary
to such a degree that making 1D corrections may be misleading clinically and
contra-indicated.24,190,212,313

3D dose calculation: Papers that examined the spread of secondary elec-
trons from high-energy beams32,33,35,94,314,315,316 showed that the concept of primary
and scatter could be extended to conditions of non-equilibrium, using small
field TAR values which reflect the loss of lateral electron equilibrium. 

Choice of energy: Many lung patients who undergo radiation therapy are
treated with higher energy photons (15 to 18 MV) to obtain deeper penetration.
However, the longer range of the higher energy recoil electrons in the low-den-
sity medium may cause lateral electron disequilibrium and degrade the target
coverage. Several studies (e.g., refs. 33, 35, 37, 227, 315, 317, 318) quantified
the effects of lateral low-density regions and show that the use of low-energy
beams is preferred in irradiating lung tumors because higher energy beams
would need larger field margins in order to achieve target dose homogeneity.
The previous work by Mackie et al.275 further showed the central axis dose
depression for 15 MV x-rays (Figure 20). Wong and Purdy146 provided similar
measurements for Co-60, demonstrating the dependence on the proximity of
low-density regions to points of interest (see Figure 28). Loss of electron equi-
librium within and adjacent to low density materials can result in a dose reduc-
tion along the central axis and near the beam edge for megavoltage photon
beams. In this context, the Radiation Therapy Oncology Group319 protocol #91-
05 recommends the use of photon beams of energy 12 MV or less for non-
small-cell lung cancer therapy.

Ekstrand and Barnes33 have compared profiles of x-ray beams ranging in
energy from 4 to 18 MV. The profiles were measured at 10-cm depth in unit-
density and lung-density (0.26) phantoms. At the highest energy the 20% to
80% physical penumbra width was measured to be 7.5 mm in the unit-density
material, whereas in the lung phantom the width was 18 mm. At 4 MV the sit-
uation was reversed; that is, the penumbra was slightly smaller in the lung
phantom. As a result, unanticipated underdosing inside the field and greater
dose outside the field can occur when high-energy x-rays are used. The authors
suggested that the optimal beam energies for lung tissue were 6 MV or less.

The penumbra broadening of a photon beam in lung is of major concern for
conformal irradiation of lung tumors. This broadening necessitates larger field
sizes to achieve the same target coverage as in a homogeneous environment,
and the effect increases for higher energies. For treatment of lung tumors, it is
advantageous to keep the field sizes as small as possible, to limit the mean lung
dose. It is, therefore, concluded32,317 that beam energies above about 10 MV are
less appropriate for treatment of these tumors.
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Klein et al.313 performed a study that compared dose distributions around a
tumor situated within the lung parenchyma for 6 and 18 MV beams using a
five-field irradiation technique in an anthropomorphic phantom. They con-
cluded that, for tumors surrounded by lung tissue, lower energy beams should
be used and, for tumors with at least one boundary with the lung parenchyma,
boost fields should be treated with lower energy beams. Their conclusions are
supported also by Miller et al.317 and Kornelsen and Young.35

White et al.315 examined unopposed and parallel opposed beams in lung den-
sity phantoms, and concluded that the addition of an opposed beam reduced the
penumbra difference between 6 and 18 MV to such a sufficient extent that the
use of higher energy beams would be preferable in some clinical situations in
which patient thickness would lead to unacceptably high entry doses with lower
energies. However, the reduced entrance dose with higher energies has to be
balanced against the increased field margins, which result in a possible increase
in mean lung dose and therefore an increased complication probability. They
concluded also that for opposed fields, the difference in beam fringe values
(distance between the 50% and 90% isodose lines) degradation of the 6 and 18
MV photon beams at the lung/polystyrene interface is clinically insignificant
compared to daily setup errors and patient motion.

Brugmans et al.32 have used an inhomogeneous phantom, consisting of poly-
styrene, cork, and polystyrene layers, with a 6 ¥ 6 ¥ 6 cm3 polystyrene cube

Figure 28. Measurements demonstrate the dependence on the proximity of low-
density regions to points of interest for Co-60 (Reprinted from J. W. Wong and
J. A. Purdy,146 “On methods of inhomogeneity corrections for photon transport,”
[Review]. Med. Phys. 17:807–814 (1990) with permission of the American
Association of Physicists in Medicine.)
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inside the cork representing the tumor, to simulate a lung cancer treatment.
Film dosimetry experiments were performed for an AP-PA irradiation tech-
nique with 8 or 18 MV beams. They concluded that for lung cancer treatment,
a beam energy of 8 MV is more suitable than 18 MV. Field sizes in conformal
radiotherapy of tumors in lung can be decreased without compromising the bio-
logically effective dose to the target. Reductions of the mean lung dose by at
least a factor of 1.6 are feasible for the same mean target dose. A simple inten-
sity-modulation technique, in which small edge segments deliver some extra
dose at the target edge in addition to a small uniform segment, can be employed
to maintain the target dose homogeneity and limit the decrease in minimum tar-
get dose upon field shrinkage. Small movements of the target, where the tumor
in which the edge of the target volume does not approach the field edge to
within several millimeters, hardly affects the target dose and no extra margin
for target motion needs to be taken into account. For motion with larger excur-
sions, however, application of an extra margin is essential. Their study has
demonstrated that conformal therapy of lung tumors can be significantly
improved; the mean lung dose can be decreased by decreasing the field size and
keeping the mean target dose constant. For clinical application of these findings
for the conformal treatment of lung tumors, however, it is recommended by the
authors that dose distributions in the presence of heterogeneities can be calcu-
lated with a higher accuracy than presently possible with most treatment plan-
ning systems. Since Brugmans’ work is quite complex and includes much
valuable information, this Task Group recommends its study.

Obviously, an accurate dose computation algorithm (such as a Category 4
type as decribed earlier) will guide the treatment planner in the selection of the
correct energy and field margins. Some instances may occur where selection of
a higher energy beam would result in superior dose distributions, provided the
correct margin is selected. When inaccurate dose calculation algorithms are
used, use of lower energy beams for lung is preferred since the dose calculation
inaccuracy is less for many algorithms.

Dosimetry studies based on slab geometry with single-beam geometry do
not represent the clinical situation. A circumscribed tumor within lung poses a
more complex problem. Before adjusting dose prescriptions based on hetero-
geneity corrections, realistic phantom studies have to be performed. The accu-
racy and effect of the corrections must then be assessed. Various authors320,321

have constructed and irradiated phantoms based on benchmark patients. The
data were used to analyze algorithms (2D or 3D) and provide information con-
cerning energy choice for lung irradiation. The debate on the use of simple
(1D) and complex (3D with electron transport) inhomogeneity corrections or
using no correction at all continues, especially as dose escalation trials with
3D–Treatment Planning evolve.30

Breast Treatment: Due to the inclusion of lung tissue in the treatment vol-
ume, some parts of the breast will get a higher dose during tangential breast
irradiation because of the lower lung density. The influence of lung on breast
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treatment planning, the effect of different inhomogeneity algorithms on the dose
distributions, and the need of 3D dose calculation and conformal techniques
have been comprehensively addressed by some authors.184,322,323,324,325,326,327,328 To
investigate this issue, Chin et al.184 have studied the three-dimensional dose dis-
tributions calculated for an “average” (lung density 0.31 g/cm3) breast phantom
for 60Co, 4 MV, 6 MV, and 8 MV photon beams. They have concluded that
when lung correction is included in the dose calculation, the doses to areas at
the left and right margin of the lung volume increase. The magnitude of the
increase depends on energy and the patient anatomy. For the “average” breast
phantom the correction factors are between 1.03 and 1.06 depending on the
energy used. Higher energy is associated with lower correction factors. Both the
ratio-of-TMR and the Batho lung correction methods, used in this study, can
predict these corrections within a few percent. The use of higher energy pho-
tons provides lower value of the “hot spots” compared to lower energy photons,
but this needs to be balanced against a possible disadvantage in decreased dose
delivered to the skin and superficial portion of the breast. Aref et al.323 in a
study of the radiation therapy plans of 85 patients with early breast cancer have
found a significant reduction of volume overdosage if a complex 3D plan utiliz-
ing multiple contours, lung inhomogeneity correction, and dose-based compen-
sators is used compared to single-contour-based methods. Fogliata et al.324 have
analyzed different treatment techniques with conventional photon beams, inten-
sity-modulated photon beams, and proton beams for intact breast irradiation for
patients in whom conventional irradiation could cause potentially dangerous
lung irradiation. They concluded that geometrically difficult breast cancer
patients could be irradiated with a three-field non-IMRT technique, thus reduc-
ing the dose to the lung that is proposed as standard for this category of
patients. Intensity-modulated techniques were only marginally more successful
than the corresponding non-IMRT treatments, while protons offer excellent
results.

Data on the accuracy of dose calculation algorithms, investigated by phan-
tom measurements, determinations of the geometry and density of the actual
lung in the patient, and the results of in vivo dose measurements, have been
published by Mijnheer et al.328 From their work it can be concluded that a lung
correction varying between 3% and 7% is needed, but its magnitude is slightly
overpredicted in a number of commercial treatment planning systems. Because
this increase in dose is already in a high-dose region, the authors recommend
that inhomogeneity corrections should be applied during tangential breast irra-
diation.

Accuracy in patient positioning is a prerequisite to ensure agreement
between the calculated and the delivered dose distribution to the patient but
may well be one of the weakest parts of the radiotherapy process.329,330,331,332

During the delivery of the prescribed dose in external beam radiotherapy, res-
piration alters the patient’s body outline and consequently the basis for dose
calculations. Variations in dose distribution and in dose delivery can contribute
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to underdosage of the tumor or overdosage of normal tissue, which are poten-
tially related to a reduction of local tumor control and an increase of side
effects. Breathing motion can produce deviation of the delivered dose distribu-
tion compared to the calculated CT-based treatment plan and the effect in the
dose-volume histograms can be significant.333,334,335,336 Breathing also affects the
density of the lung, thus affecting the calculated dose.337,338 An estimation of the
impact that setup uncertainties have on the clinical outcome of the treatment (in
terms of lung tumor control and lung complications) has recently been reported
based on radiobiological modeling.196,339,340

C. Bone and High-Density Media

There is a surprisingly small number of papers addressing influence of the
presence of bone.247,341,342,343,344,345,346 There are many studies however that address
the influence of high Z media.56,74,75,91,217,256,263,264,269,347,348,349,350,351,352,353,354 Figure 29
demonstrates the dose build-up region as a photon beam approaches a steel slab
inhomogeneity in water. Downstream from the interface a build-down followed
by a build-up is observed due to the lack, initially, and then the rebuild of the
electron fluence (Galbraith in Gullane).85 These papers are explicit demonstra-

Figure 29. Upstream build-up region and downstream build-down followed by
build-up regions in water near to stainless steel for parallel opposed beams.
Doses at interfaces are measured using a wall-less ionization chamber, thus
yielding doses at the interface surface. The interface doses increase by as much
as 50% at the proximal surface of the metallic inhomogeneity (Reprinted from
P. J. Gullane,85 “Primary mandibular reconstruction: analysis of 64 cases and
evaluation of interface radiation dosimetry on bridging plates,” Laryngoscope
101:1–24 (1991) with permission of Lippincott Williams & Wilkins.)
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tions of the competition of abundant downstream scatter and the “rebuild up”
of dose in the low Z medium downstream. A few studies exist that examine the
influence of implanted high-Z prosthetic materials.93,355,356,357,358 Wang et al.359 and
Mian et al.360) examine the dose enhancement at bone-implant interfaces from
scattered radiation during simulated head and neck radiotherapy.

Niroomand-Rad et al.357 have investigated the magnitude of dose perturba-
tion effects at the tissue-titanium alloy implant with (100 m and 500 m thick)
and without hydroxylapatite (HA) coating interfaces in head and neck cancer
patients treated with 6 MV and 10 MV photon beams. They found at the upper
surface (toward the source) of the tissue-dental implant interface, for 15 ¥ 3.2
mm2 uncoated, as well as 100 m coated discs, dose perturbation is about
+22.5% and +20.0% using 6 MV and 10 MV photon beams, respectively. At
the lower interface for 15 ¥ 3.2 mm2 and 48 ¥ 3.2 mm2 uncoated and 100 m
coated discs, dose reduction is similar and is about -13.5% and -9.5% for 6
MV and 10 MV beams, respectively. For 48 ¥ 3.2 mm2 discs, these values basi-
cally remain the same. These results were slightly lower for the 500 m coated
discs but are not clinically significant.

Some studies exist dealing with the biological or clinical consequences of
interface effects. Metal dental prostheses or overlays may lead to increased
mucosal reactions of adjacent tissue surfaces during intensive irradiation of the
oral cavity. The dosimetry of this phenomenon was investigated by Gibbs et
al.361 by irradiating dental phantoms with 4 and 6 MV photons. It was found
that gold and amalgam interfaces may produce local mucosal doses as high as
150% to 170% depending on the beam geometry, but doses of 111% to 126%
for gold crowns and about 109% to 118% for amalgam fillings were found for
opposed-beam configurations. Two to four mm of tissue-equivalent absorber is
sufficient to re-establish a homogeneous dose distribution and should be
employed throughout therapy whenever dental extraction is unwarranted.
Zellmer et al.362 examined cell cultures attached to 6 micron Mylar™ adjacent to
scattering materials consisting of polystyrene, glass, aluminum, copper, tin, and
lead and irradiated with 137Cs gamma rays and 200 kVp x-rays. According to
the authors, the major differences in biological effect observed when the cells
were irradiated adjacent to these materials could be largely explained by the
differences in the physical dose. Further analyses using the linear quadratic
(LQ) equation suggested additional biological effects with implications for the
mechanisms involved. Cells showed a small but consistent increase in the low-
dose mechanism for radiation scattered from high-Z material. An increased
value of the alpha coefficient suggests an increase in relative biological effec-
tiveness (RBE) which could be associated with a higher proportion of low-
energy and track-end electrons in these fields.

AAPM TG 6348 has performed an in-depth review of the issues associated
with implanted high-Z hip prostheses and has made recommendations on how
to deal with some of the practical issues in clinical practice.
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D. Influence of CT Number Variations

Accurate dose calculation not only requires an accurate algorithm but also
relies on accurate calibration of Hounsfield Unit (HU) for CT-based inhomo-
geneity corrections (especially for lung cases), prior to dose calculation. In CT
scans, the parameter that mostly affects the accuracy of CT-HU is kV because
it determines the beam quality and, therefore, the attenuation coefficient or HU.
Other parameters such as mAs, slice thickness, pitch factor, etc., should, in
principle, take no effect. For each CT scanner, the HU for each kV should be
correctly calibrated.

The limitation of using CT numbers for in vivo tissue characterization is well
documented (e.g.,363,364,365,366,367,368,369,370) Newman et al.363 suggest that the CT num-
ber and thickness of bone cannot be measured accurately unless the thickness
exceeds 3 mm. Below this thickness there is a progressive underestimation of
the CT number and an overestimation of thickness. These CT number varia-
tions, however, did not result in significant dose-calculation errors during radi-
ation therapy treatment planning. Geise and McCullough364 reported that a 4%
to 10% uncertainty in electron density would result in no more than a 2%
change in dose; therefore, they concluded that knowing the size and shape of a
significant heterogeneity is more important than the accuracy of knowing the
electron density.

Chu et al.366 demonstrated that the uncertainty of the CT numbers from a
simulator-based CT scanner is larger than that from a conventional CT unit.
This phenomenon is more obvious for higher electron density or high-Z materi-
als; in their study, a 20 HU uncertainty in CT number for soft tissues results in
about 2% of uncertainty in electron densities, and a 250 HU-CT number uncer-
tainty for cortical bone results in about 5% of uncertainty in electron densities.
Also, the dose uncertainty for the 6 MV beam is less than 2%, up to a 20 cm
depth. The presence of 1 cm bone increases the uncertainty by less than 0.5%.
The dose uncertainty for the 18 MV beam is less than 2%, up to at least 30 cm
in depth. Verellen et al.365 also compared the treatment monitor units (MU) cal-
culations for 10 pelvic fields using images from simulator-based CT and diag-
nostic CT. The agreement between their equivalent path length (EPL)-based
MU calculations is within 1% to 2%. The effect of CT numbers on dose calcu-
lation may depend on the particular dose algorithm used. Chu et al., have per-
formed additional dose calculations using the collapsed cone convolution
algorithm106 implemented in a commercial planning system (Pinnacle, ADAC
Labs, Milpitas, CA) to confirm the EPL results described above. MUs for the
treatment fields were calculated for three clinical cases: the brain, lung, and
pelvis. The calculations show that a change of 20 HU for soft tissue and 250
HU for bone result in a less than 1% change in MU for the brain case, and a
less than 2% change for the lung and pelvis cases.

Establishing a relationship between CT numbers and electron densities
provides a simple method in dose calculations in inhomogeneous tissues. The
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possible errors in measured CT numbers need to be assessed in order to esti-
mate the error of calculated dose when the CT information is directly used.
Chu et al.366 have measured the CT number and have also conducted a series
of experiments to obtain the possible errors in measured CT numbers as a
function of electron density. These errors, although larger than those from
diagnostic CT scanners, produced an error in dose of less than 2% with depths
up to 20 cm.

For high-energy beams such as the 18 MV, pair production accounts for
more than 20% of the total energy transfer in bone. The pair production com-
ponent is proportional to Z per gram and not to electron density (ED). However,
if there are high-Z materials on the beam path (e.g., 60° external wedge or an
internal hip replacement material) which cause significant amounts of beam
hardening and pair production for high energy beams such as 18 MV, the algo-
rithm’s accuracy may need to be reevaluated. These high-Z materials will also
introduce high dosimetric differences between CT scans using different kVs (or
different HU–ED curves) because the photoelectric effect is strongly energy
and Z dependent. The difference is caused not only by the materials them-
selves, but also by the possible streak artifacts generated by the materials.

Task Groups 40371 and 53384 also make specific recommendations on tests and
measurements to be made.

E. Radiosurgical Beams

For fractionated stereotactic radiotherapy (SRT) and/or stereotactic radio-
surgery (SRS) treatment planning, the volume enclosed by the external contour
is typically assumed to be of uniform density. The majority of the SRT/SRS
treatment planning systems ignore the presence of heterogeneities such as the
cranial bone and the air cavities at the skull base mainly due to two reasons: (a)
the assumption that heterogeneity correction is not necessary since the multiple
beam arrangement is compensating the perturbation effect of the cranial bone
and (b) computation time limitations since the irradiation technique includes
multiple arcs and multiple isocenters. However, it has been shown by Rustgi et
al.372 for 6 MV x-rays that air cavities and low-density inhomogeneities encoun-
tered in the nasopharyngeal and sinus regions cause a significant perturbation
in the dose distribution of small beam immediately beyond the inhomogeneity.
They used a diamond detector in a 6 MV photon beam. Measurements that
were made in a uniform density solid-water phantom and in the presence of
four air gaps indicate significant dose perturbation immediately beyond the air-
solid water interface; e.g., the reduction in dose at the surface for a 12.5 mm
diameter field was 11%, 17%, 23%, and 33% for air gap thickness of 3, 4.6, 6,
and 9.2 mm, respectively. For the dose perturbation caused by high-density
inhomogeneities, i.e., cranial bone, Rustgi et al.373 have shown that neglecting
the presence of the cranial bone may result to an overestimation of the absolute
dose at the isocenter by approximately 2% to 5% (depending on the cranial
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bone thickness which varies between 3 and 8 mm with average thickness of 5
mm). The same magnitude of perturbations have been obtained by Theodorou
et al.374 comparing the results of Monte Carlo simulation and stereotactic dose
calculation code (without heterogeneity correction) based on clinical cases. The
effect of air inhomogeneities on dose distributions in radiosurgery is expected
to increase with beam energy as demonstrated by the results of Solberg et al.375

who studied a 10 MV photon beam. Nevertheless, for targets situated in the
central part of the brain Ayyangar and Jiang,376 based on clinical cases, showed
that conventional algorithms without inhomogeneity correction are sufficiently
accurate for relative dose distributions; whereas the absolute dose is overesti-
mated by 1.5% to 2.6% compared to Monte Carlo calculations.

F. Multiple Beam Arrangements

Choice of beam quality in the presence of inhomogeneities could be less crit-
ical when multiple beams are used as several investigators39,196,272,302,377 have
shown based on clinical measurements and image based treatment plans.

Engelsman et al.196 have shown that even when using low-energy beams for
irradiating lung tumors, the underestimation of field margins may result in a
very large difference between planned and actual delivered dose distribution.
Single multileaf collimator-shaped photon beams of 6, 8, 15, and 18 MV nom-
inal energy were used to irradiate a 50-mm diameter spherical solid tumor, sim-
ulated by polystyrene, which was located centrally inside lung tissue, simulated
by cork. The planned dose distribution was made conformal to the PTV, which
was a 15 mm 3D expansion of the tumor. Values of both the absolute dose at the
ICRU reference point and relative dose distributions inside the PTV and in the
lung were calculated using three inhomogeneity correction algorithms. The
algorithms investigated in their study were the pencil beam algorithm with 1D
corrections, the modified Batho algorithm, and the equivalent path length algo-
rithm. Deviations of up to 3.5% between calculated and measured values of the
dose at the ICRU reference point were found. Discrepancies between measured
and calculated beam fringe values (distance between the 50% and 90% isodose
lines) of up to 14 mm have been observed. The differences in beam fringe and
penumbra width (20±80%) increase with increasing beam energy. Their results
have demonstrated that an underdosage of the PTV up to 20% may occur if
calculated dose values are used for treatment planning. The three algorithms
predict a considerably higher dose in the lung, both along the central beam axis
and in the lateral direction, compared with the actual delivered dose values.
They have also concluded that the difference between planned and actual posi-
tion of the 95% isodose level will be smaller in a treatment plan if multiple
(non-opposing) beams are used, because the contribution of a specific beam
penumbra to the dose at a certain point is decreased.

Wang et al.272 retrospectively studied 3D conformally shaped 6 MV photon
treatment plans that had been used for the treatment of five patients with tumors
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in the nasopharyngeal or paranasal sinus regions. The plans were designed with
a clinical treatment planning system that uses a measurement-based pencil
beam dose-calculation algorithm with an equivalent path-length inhomogeneity
correction.378,379 For each plan, the dose distribution was recalculated with the
Monte Carlo method, which accounts for the perturbation effects of local tissue
heterogeneities.255,268,380 However, after combining the fields employed in each
treatment plan, the overall dose distribution shows only small differences
between the two methods. Their results indicate that conformal 6 MV photon
treatment plans for head-and-neck tumors, designed with a pathlength cor-
rected, measurement-based pencil beam algorithm, give adequate target cover-
age and sparing of normal organs at risk, even in the presence of large surgical
air cavities.

G. Measured Benchmark Data

The data from the work by Rice et al.306 and by Zhu218 are assimilated in
Tables 10 through 12 to give a set of measurements covering the energy range
from cobalt-60 to 18 MV x-rays for lung and bone.

The phantom geometries in the examples given here are simple. They consist
of slabs of heterogeneous regions whose boundaries are normal or parallel to
the axis of the radiation beam, and which comply nicely with the assumptions
underlying the simpler dose algorithms. Although data are available for other
geometries, data for only two geometries are tabulated here.

One geometry consists of a slab extending across the entire field and the
other geometry consists of two lateral blocks separated by a region of unit den-
sity material around the central axis to simulate the mediastinum.181 The slabs
were imbedded in water-equivalent plastic or suspended in water at a depth of
DB from the surface. The slab thickness was denoted by ST. For the split slab
geometry, the separation between the regions was denoted by S.

All the data given in Tables 10 through 12 are Inhomogeneity Correction
Factors (ICF) measured on the central axis of the beam for square fields. Since
measurements are not easily obtained within a living human, the measure-
ments have been more practically made in a variety of phantom materials. For
the homogeneous medium, water is the usual material of choice. However,
water-equivalent plastic has also been used. Rice used balsa wood with a den-
sity of 0.18 g/cc to represent emphazeimic lung and Styrofoam™ with a density
of 0.015 g/cc to represent humid air. Rice et al.306 fabricated plastic lung phan-
toms using Constantinou’s formulation.381,382 Many others384 have used cork to
represent normal lung densities (0.25 to 0.4 g/cm3). Both lung and bone phan-
tom material provided commercially by Gammex RMI (Middleton, WI) were
used by Zhu et al. Zhu et al.212 measured the density of the lung plastic to be
0.272 g/cc and the density of the bone plastic to be 1.83 g/cc. The composi-
tion by weight of the lung material was C (0.6887), O (0.1762), H (0.0862),
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Ca (0.0252), N (0.0226), Cl (0.0011) and that of the bone material was O
(0.3757), C (0.3226), Ca (0.2703), H (0.031), N (0.0099), and Cl (0.0005).

According to the suggestions of AAPM TG 53384 the tests must be based on
the nature of the correction method used. For example, if the algorithm uses a
simple equivalent pathlength approach, the verification of the algorithm can be
performed with a very simple 1D phantom test, but it will fail for more complex
phantoms. More complicated algorithms will require more complicated “stress”
tests.

The measurements made by Rice et al.306 employed special parallel plate
chambers constructed from water-equivalent plastic and lung-equivalent plastic.
The plate separation of the parallel plate chambers was 2 mm. In addition, Rice
used a cylindrical 0.1 cc ionization chamber with an inner diameter of 3.5 mm.
These data are generally limited to measurements along the central axis of the
beam only, with several different geometries and two different beam qualities
(4 and 15 MV). Further benchmark data especially 2D and 3D data for various
geometries are needed.385

Zhu and Boyer218 made measurements in water with a 0.6 cc ionization
chamber with an inner diameter of 6.25 mm. Measurements in plastic were
made with a 0.1 cc chamber and with TLD. In addition, Zhu made measure-
ments in the unit density side of interfaces in solid water (Gammex RMI) with
a 0.33 cc parallel plate chamber.

The ionization measurements made by Zhu were corrected for the presence
of the ionization chamber using factors calculated as follows:167

(37)

(38)

The physical factors in equations (37) and (38) are defined and explained in
TG 21.385

For the lung measurements, the corrections to the ionization measurements
were not significantly different from unity (see also measurements from
Mauceri and Kase386). For bone the factors were more significant, i.e., 0.928 for
6 MV and 0.925 for 18 MV. Thus “raw” ionization readings should not be used
directly for bone dosimetry with ion chambers.

All measurements reported in Tables 10 through 12 were made with a fixed
source-to-surface distance (SSD). For cobalt-60 and 4 MV x-rays the SSD was
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80 cm. For x-ray energies from 6 MV to 18 MV, the SSD was 100 cm. These
type of data are preferred for checking computer calculations since it allows the
comparison of several depths from one field size calculation, and since it checks
the computer modeling of intensity variation with distance from the source.

The machines used in studies in the tables are listed in Table 9.
A sample of correction factors for uniform slabs of lung and bone are given

in Tables 10, 11, and 12. Highlights of the tables are plotted in Figures 30
through 33. The lower panels in Figures 31 and 33 show lung slabs at 6 MV and
15 MV x-rays, respectively. At both energies there is a rise in primary
(TERMA) transmission through the lung slab. At 6 MV ICFs decrease with
increasing field size. At 15 MV, there is little difference between 10 cm ¥ 10 cm
and 20 cm ¥ 20 cm field sizes. However, the ICF for a 5 cm ¥ 5 cm field is less
than unity in the lung due to lateral equilibrium effects (see previous Figure
20). It is apparent from examining Table 10 that the correction factor in lung
decreases with increasing energy. This characteristic is demonstrated more
clearly in Figure 34 in which data from Takeshi for a 10 cm ¥ 10 cm field is
plotted for lung heterogeneity for a range of energies between cobalt-60 and 15
MV. Beyond the lung slab the ICF is greater than unity due to the higher pri-
mary transmission through the slab.

Typical ICFs for bone are shown in the upper panels of Figures 31 and 33 at
6 MV and 18 MV x-rays, respectively. For 6 MV x-rays, there is a build-up,
build-down, and rebuild-up effect. When the energy is increased to 18 MV,
there is a build-down effect beyond the interface. Beyond the bone slab ICFs
are less than unity.

Data in split slab phantoms are tabulated in Tables 11 and 12. Highlights of
the tables are plotted in Figure 32. The lower panel of Figure 32 shows ICFs
measured around a lung heterogeneity. The effect on the ICF is a decrease in
dose due to a loss of photon scatter in the surrounding lung material. The effect
decreases with increasing energy because the scattering is more forward-
peaked with increasing energy. The upper panel depicts ICFs measured in the
presence of bone slabs. Here, the ICFs rise because of greater scattering in the
high-density bone. The effect decreases and becomes foreshortened because of

Table 9. The machines used in studies 
(refer to the data given in Tables 10–12).

Stated Energy Model Manufacturer 

Cobalt 60 Theratron 780C Atomic Energy of Canada, Ltd.
(now MDS Nordion) 

4 MV Clinac 4 Varian Radiation Division 

6 MV Mevatron KD Siemens Medical Laboratories 

15 MV Mevatron 77 Siemens Medical Laboratories 

18 MV Mevatron KD Siemens Medical Laboratories 
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Figure 30. Inhomogeneity correction factor for cobalt-60 for two different field
sizes as a function of depth below the surface of the phantom. (a) lung slab,
(b) bone slab.
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Figure 31. Inhomogeneity correction factor as a function of depth in a layered
bone (a) and lung (b) phantoms for a 6 MV photon beam with field sizes of
10 ¥ 10 and 20 ¥ 20 cm2.
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Figure 32. Dose correction factor as a function of depth in mediastinum bone
(a) and lung (b) phantoms for 6 MV x-rays with field sizes of 10 ¥ 10 and 20 ¥
20 cm2.
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Figure 33. Inhomogeneity correction factor as a function of depth in (a) layered
bone phantom for an 18 MV photon beam with field sizes of 10 ¥ 10 and 20 ¥
20 cm2 and (b) lung phantom for a 15 MV photon beam with field sizes of 5 ¥
5, 10 ¥ 10, and 20 ¥ 20 cm2.
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the narrow scattering angle of the higher energy x-rays. The details of the ICFs
are complex and vary significantly with energy. This sample of data illustrates
the major characteristics.

H. Data Trends

Although there is an abundance of measured data that often leads to differ-
ent conclusions, there are still some consistent messages. Some are obvious and
others require closer analysis.

• Doses increase downstream beyond (> dmax) low-density media (air, lung).
• There are build-up and build-down regions within tissue near the interface

of the low-density media. The severity increases with increasing energy,
decreases with increasing field size.

• The penumbra increases in the region of low-density medium and
increases with energy.

• Doses decrease downstream beyond (> dmax) high-density media (bone,
metal prosthetics). 

Figure 34. A 10 ¥ 10 cm2 field is plotted for lung heterogeneity for a range of
energies between cobalt-60 and 15 MV. Beyond the lung slab the ICF is greater
than unity due to the higher primary transmission through the slab. (Reprinted
from P. J. Gullane,85 “Primary mandibular reconstruction: analysis of 64 cases
and evaluation of inter face radiation dosimetry on br idging plates,”
Laryngoscope 101:1–24 (1991) with permission of Lippincott Williams &
Wilkins.)
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The physicist is strongly advised to understand these trends, especially as
they apply to specific clinical situations and how their treatment planning sys-
tem does or does not account for them.

VI. THE EFFECT OF INHOMOGENEITY IN IMRT

The impact of the inclusion of inhomogeneity corrections for intensity-mod-
ulated radiation therapy (IMRT) can be more complex than for conventional 3D
planning, partly due to the combinatorial effect of many small fields, the pres-
ence of inhomogeneity,  and the presence of steep fluence gradients.
Papanikolaou et al.204,387,388,389 have studied the effect of inhomogeneity correc-
tions for non-small-cell lung cancer and found that errors up to 6% can be
expected (see Figure 35a,b,c and related Table 13).

Most commercial inverse treatment planning systems for IMRT rely on fast
but approximate dose calculation algorithms such as the finite sized-pencil
beam method.

Use of inaccurate dose calculation in iterative inverse treatment planning for
IMRT introduces two errors in the plan. One is the systematic error, which is
similar to the systematic error in the conventional treatment planning. The sec-
ond is the convergence error that appears because the optimization converges to
the solution optimal for the inaccurate dose calculation beamlets, which is dif-
ferent from the solution for the accurate dose calculation. The convergence
error is similar to the noise convergence error, which appears when Monte
Carlo dose calculation is used in inverse treatment planning.390,391

A study of three cases (head and neck, lung, and prostate) with the use of
several different objective functions by Jeraj et al.391 was performed to charac-
terize both errors. While the systematic error was found to be small for super-
position (1%), it was much larger for pencil beam dose calculation (up to 8%),
even though dose calculations in water were accurate to within 1%.

The convergence error is dependent on the systematic error of the dose cal-
culation method; however, it is also very strongly dependent on the specified
objectives. It was found to be smaller for superposition than the pencil beam
method for the objectives studied. Because of the current uncertainty in the def-
inition of the optimality and definition of the objective function, the clinical
significance of the convergence error is unclear. The clinical significance of the
convergence error could be reduced if the final dose calculation is performed
with an accurate dose calculation. In the case that the final plan, based upon an
accurate dose calculation, is judged to be still acceptable, the existence of a bet-
ter plan (i.e., removal of the convergence error) is of little consequence. If,
however, compromises still exist in the final plan, the existence of the conver-
gence error could be clinically important.

As both the systematic and convergence errors were found to be significant
for the pencil beam calculations, the reported results suggest that vendors and
users who currently use pencil-beam-based dose calculations for IMRT should
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Figure 35. Dose distributions for a lung patient treated with nine 6 MV copla-
nar IM beams in (a) transverse, (b) sagittal, and (c) coronal views. Calculations
were performed using a superposition/convolution algorithm and compared to a
homogeneous calculation. For comparison, the distribution using the superposi-
tion algorithm but with the homogeneously computed MU is also shown.
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Figure 35. Continued.

Table 13. Comparison of dose to target and organs at risk for a lung patient
demonstrating the effect of inhomogeneity correction. Dose normalization 

is beams isocenter. Volumes correspond to the entire organ (lung and 

Inhomogeneous
Ratio of

Homogeneous Inhomogeneous
w/ Homogeneous

Inhomogeneous
Calculation Calculation

MUs
MUs and

Homogeneous

Max. Mean Max. Mean Max. Mean Max. Mean
Dose Dose Dose Dose Dose Dose Dose Dose
cGy cGy cGy cGy cGy cGy Ratio Ratio

in % in %

GTV 5400 5348 5429 5384 5092 5045 -5.7 -5.7 

Adenopathy 5420 5341 5451 5399 5109 5049 -5.7 -5.5 

Lt. Lung 5393 1057 5451 1077 5110 1012 -5.2 -4.2 

Soft Tissue 5420 293 5457 299 5115 277 -5.6 -5.4 
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upgrade to either superposition or Monte Carlo-based dose calculation, at least
for the final dose calculation to eliminate the systematic error. The same reason
(lack of accuracy) that has been driving treatment planning system vendors and
users to improve their dose calculation algorithms for conventional forward
treatment planning, should also be considered in IMRT. 

Comparison between importance of dose calculation accuracy and statistical
uncertainty for inverse treatment planning390,391 shows (see Figures 36 and 37 and

Figure 36. 6 MV 100 cm SSD depth dose curves (top) and profiles at 10 cm
depth (bottom) in water for narrow 1 ¥ 5 cm2 fields as calculated by Monte
Carlo, superposition (collapsed cone convolution), and pencil beam dose calcu-
lation. While depth dose curves agree well, the pencil beam dose profile shows
an underdose in the penumbra region. Comparisons for a water/lung/water
phantom are also shown. Note the good agreement between the Monte Carlo
and superposition depth dose and dose profile curves, and the overestimation of
the pencil beam depth dose curve within the lung and the underestimation of
the lateral dose spread within the lung region (Reprinted from R. Jeraj, P. J.
Keall, and J. V. Siebers,391 “The effect of dose calculation accuracy on inverse
treatment planning,” Phys. Med. Biol. 47:391–407 (2002) with permission
from the Institute of Physics Publishing.)
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Table 14) that the systematic and convergence errors for superposition type of
dose calculation are approximately equal to the 2% statistical error of a Monte
Carlo dose calculation. Therefore, to gain anything with the use of Monte Carlo
dose calculation in inverse treatment planning, precision of the dose calculation
should be below 2% for the final dose distribution, which is in agreement with
the data reported by Keall et al.392 for Monte Carlo precision in conventional
treatment planning. However, since there is also some systematic error in the def-
inition of the linear accelerator geometry and/or source model used for charac-

Figure 37. Optimal (left) and recalculated (right) dose distributions for the lung
tumor case: Monte Carlo ( upper left), superposition ( middle left),
recalculated superposition ( middle right), pencil beam ( lower left)
and recalculated pencil beam ( lower right). The following isodose curves
are shown: 20% (blue), 50% (green), 70% (yellow), 90% (orange) and 95%
(red). The objective function used for the optimization in these cases was expo-
nential (tumor) with sparing of the left lung. (Reprinted from R. Jeraj, P. J.
Keall, and J. V. Siebers,391 “The effect of dose calculation accuracy on inverse
treatment planning,” Phys. Med. Biol. 47:391–407 (2002) with permission
from the Institute of Physics Publishing.)
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terizing the phase space of particles used in Monte Carlo simulations, which are
typically of the order of 1% to 2%, superposition dose calculation in inverse
treatment planning might be sufficient for the current accuracy of dosimetry pro-
tocols and geometry modeling in Monte Carlo simulations. On the other hand,
the difference in speed between superposition and fast Monte Carlo dose com-
putations is getting less, therefore, one might consider employing Monte Carlo
dose calculation to avoid potential problems with the accuracy (especially in dif-
ficult cases like head and neck, metal implants, etc.), which might be even more
severe when the actual beam delivery characteristics are taken into account.

VII. SUMMARY AND RECOMMENDATIONS

The uncertainty on the dose at a point in the patient is due to a combination
of largely independent sources of error including patient movement, fluctua-
tions in machine output, uncertainty in the basic calibration of the reference

Table 14. Systematic and convergence errors for superposition and pencil
beam dose calculations. The mean difference and standard deviations 

are given for the systematic error and the range of standard deviations for 
the convergence error. The ranges in the convergence error indicate the 

differences observed between different objective functions. (a) Errors for the
lung tumor and left lung, (b) errors for the prostate tumor and rectum and 

(c) errors for the head & neck tumor and spinal cord.

Superposition Pencil beam 

Error (%Dmax) Tumor Lung Tumor Lung 

Systematic -0.1 ± 2 -1 ± 1 +8 ± 3 +6 ± 5 

Convergence 2-5 1-4 3-6 6-7

(a)

Superposition Pencil beam 

Error (%Dmax) Tumor Lung Tumor Lung 

Systematic -0.3 ± 2 -1 ± 1 +5 ± 1 +6 ± 1 

Convergence 2-5 2-7 3-6 2-5

(b)

Superposition Pencil beam 

Error (%Dmax) Tumor Lung Tumor Lung 

Systematic -0.1 ± 2 -3 ± 1 -3 ± 2 +2 ± 1 

Convergence 3-6 1-3 3-4 1-3

(c)
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point in terms of dose, and, very significantly, uncertainties in the very complex
calculation which corrects the measured distribution in a water phantom for the
irregular patient skin surface and the inhomogeneities in the body; most notably
bone, air passages, cavities, and lung. The problem of the radiation transport
can be summarized as follows: photons scatter through the Compton process,
not just singly, but multiply, and the dose is actually delivered not by primary or
scattered photons, but by primary electrons which transport the energy away
from the point where they were generated; a 6 MeV electron will travel approx-
imately 2.5 cm in water. Both of these phenomena are very difficult to deal with
analytically and a solution to only one of these transport problems is of limited
value for higher energy x-ray beams incident on low-density media.

The accuracy of a calculation is a complex function of the dose algorithm,
the number of beams, the site that is irradiated, the geometry that was used,
and the resolution of the dose calculation grid.

Although the currently implemented algorithms for inhomogeneity correc-
tions often overestimate or underestimate the actual dose to the patient, they
still present the treatment planner with a better solution compared to not per-
forming any inhomogeneity correction at all.23,24,25,26,28,31 In other words, the
inherent estimations are often closer to the actual values than those calculations
with no inhomogeneity corrections. The 3D scatter integration algorithms, such
as convolution and superposition do account in first approximation for the pho-
ton scatter component, and some also can predict the change in dose where
electron disequilibrium exists. This requires that the primary scatter kernel,
representing electron transport, be used explicitly and independently of the
photon scatter kernels during the superposition procedures. As discussed in
section IV, Monte Carlo algorithms are now becoming more attractive in a clin-
ical setting, since it only takes a few minutes (PEREGRINE, Macro-MC) to a
fraction of an hour to calculate the dose with complex geometries where both
the photon and the electron component of the dose are more correctly trans-
ported through the inhomogeneities.

Table 15 describes many of the current (August 2003) commercial treatment
planning systems and their photon algorithms. Please note that the table repre-
sents a sampling of treatment planning systems familiar to the Task Group
members and is not intended to be exhaustive. There is no implied value judg-
ment on a particular system or algorithm if it has not been included in the table.

In terms of the dose calculation parameters, the resolution of the dose grid
becomes an important factor in evaluating the effect of the inhomogeneities.
When large voxel sizes are used in the computation, there is an interpolation
that reduces the accuracy of the calculation, especially in areas where dose
gradients are steep such as the penumbra, build-up region, and interfaces. This
is a special concern for IMRT, where very small pencil beams (≤ 5 mm) are
used for calculations and treatment. In this situation, the penumbra is much
more significant and grid size limitations can lead to erroneous distributions for
these very small pencil beams.
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Table 15. Dose calculation algorithms of commercial 
treatment planning systems.

Company Product Version Algorithm 

3D LINE DYNART/ERGO 1.4.1. • 3D Pencil Beam Based 
MEDICAL Algorithm
SYSTEMS • Equivalent Path Length

BRAINLAB BRAINSCAN (Stereo) Pencil Beam algorithm 

Computerised FOCUS 2.4.0 • Clarkson (effective 
Medical pathlength)
Systems—CMS • FFT convolution kernels

(not scaled but beam hard-
ening taken into account) 

Computerised FOCUS 2.5.0 Multigrid Superposition 
Medical and later (convolution kernels scaled 
Systems—CMS with density) 

Computerised XIO 3.2.1 FFT Convolution / 
Medical Superposition, Collapsed 
Systems—CMS Cone Convolution 

ELEKTA PrecisePLAN 1.1 TAR and 3D SAR 
integration 

FIXMA DOSIGRAY 

STRYKER— RADIO Virtuoso: Pencil beam based
LEIBINGER PACKAGE convolution algorithm with

inhomogeneity correction 

LLNL PEREGRINE 3D Monte Carlo 
first release 

MEDICALI- PC3D EXPERT Pencil Beam
BRATION SYSTEM 

MDS THERAPLAN 3.5 Equivalent TAR plus 
NORDION Plus electron transport 

MDS HELAX-TMS 6.0 • pencil kernel with depth 
NORDION scaling

• collapsed cone point 
kernel with 3D scaling 

MDS ONCENTRA - 1.0 • pencil kernel with depth 
NORDION OTP scaling

• collapsed cone point 
kernel with 3D scaling 

(continues)
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Table 15. Continued.

Company Product Version Algorithm 

MEDTRONIC ARTS 3D 2.1 ETAR (equivalent TAR) 
SOFAMOR 
DAINEK 

MKS Inc MKS 3D • Differential SAR method
• Batho method 

MULTIDATA DSS+ PRISM (effective) path
length algorithm 

NOMOS CORVUS 1.0 1D ray trace 
PEREGRINE 

NUCLETRON Plato RTS 3D 2.5.2 ETAR method (Yu and
Wong) 

PHILIPS/ ACQPLAN 3D 
MARCONI 

PHILIPS PINACLE3 6.2d Adaptive collapsed cone 
convolution / superposition 

PRISM PRISM-TPS
MICRO-
SYSTEMS  

PROWESS PROWESS - 3D • Effective Path Length 
• Batho Power Law Method 

RHAD RHAD - 3D 

ROCS ROCS 5.0 • Equivalent path length
• TMR ratio 

TECHNO- ISIS 3D 2.33 Clarkson—Cunningham,
LOGIE 3D Beam Substraction 
DIFFUSION / Method
INSTITUTE 
CURIE / 
EUREKA   

VARIAN ECLIPSE • Modified Batho power 
law method 

• ETAR 

It has also been observed in clinical measurements that inhomogeneity cor-
rections are less important for multiple beam arrangements. In addition, beam
energy has bearing as to complexity of the heterogeneity correction and as to
decision on treatment margins and even prescriptions. On the surface of this
issue, it is obvious that the lower the energy the larger the correction on central
axis to points far from interfaces where electron equilibrium exists. However,
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the corrections are more complex and even contradictory depending on algo-
rithm, as the energy increases. Therefore, the clinician should be made aware of
the constraints with high-energy beams and heterogeneity corrections when,
not only prescribing, but also when choosing energies. Some examples of where
energy and related heterogeneity correction considerations should mandate
using low-energy photon beams, include: larynx (due to additive underdosage
effects of missing tissue and air cavity; chest wall (due to the absence of breast
tissue and underlying lung); and coin lesions in the lung (due to the non-equi-
librium condition).

The Task Group has the following recommendations:

• The Task Group recommends that heterogeneity corrections be applied to
treatment plans and dose prescriptions, with the provision that the algo-
rithms used for the calculations are reviewed and tested384 by the medical
physicist. Discussions pertaining to the application of inhomogeneous cal-
culations for specific clinical sites should be initiated with the clinicians,
so they can appreciate and anticipate the changes in the treatment plans.
While reviewing the algorithms, the medical physicist should seek answers
to some basic concepts, such as, “Is scatter corrected for in 1D, 2D, or
3D?” or, “Does the algorithm handle electron transport?” It is clear that
simple 1D algorithms are suitable in most clinical situations where interest
points are far from the heterogeneous media, but will most likely fail prox-
imal to an interface. In the following clinical examples, we shall describe
the performance requirements for a dose algorithm.

• Head and Neck: For points of interest well beyond the mandible and air
cavities, even simplistic 1D equivalent path corrections are reasonable for
point dose estimates. However, for soft tissue regions that are within the
proximity of these heterogeneous structures, the superposition/convolution
or Monte Carlo algorithms may be considered. Another limitation comes
into play with the presence of high-Z implanted mandible wires. The user
should ensure that the algorithm properly accounts for the attributes of the
high atomic number or otherwise correct for the high-Z implant. Refer to
the TG 63 report48 for specific recommendations on how to implement
such procedures.

• Larynx: For points of interest well beyond the air-tissue interface (beyond
dmax), even simplistic 1D equivalent path corrections are reasonable for
point dose estimates. However for ascertaining dosage at tumor-air inter-
faces and for accounting for disturbed scatter conditions, the superposi-
tion/convolution or Monte Carlo algorithms may be considered. The most
severe case is the location of the anterior commissure, which is located
anterior to the cavity and does not have enough tissue build-up upstream.

• Lung: For points of interest well beyond the lung even simplistic 1D
equivalent path corrections are reasonable for point dose estimates.
However for ascertaining dosage at tumor-lung interfaces and for account-
ing for disturbed scatter and equilibrium, the superposition/convolution or
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Monte Carlo algorithms may be considered. The strongest test is to calcu-
late accurately the peripheral dose of a tumor that is imbedded within
lung in the presence of small, high-energy fields. Loss of electron equilib-
rium within and adjacent to lung can result in a dose reduction along the
central axis and near the beam edge for megavoltage photon beams. In this
context, it is recommended to use photon beams of energy 12 MV or less
for non-small-cell lung cancer therapy.

• Breast: As the entire breast parenchyma is the planning target volume in
this case, the heterogeneity question is complex. As CT-based planning is
becoming an acceptable method of simulating and planning breast cancer
patients, more data are available to the planner, physicist, and physician to
ascertain the effects of the presence of lung below the chest wall (see
Butker et al.393). Though the calculated dose to most of the breast tissue is
not affected by the presence of the lung below the chest wall (typically
prescription points are anterior enough from the chest wall), the loss of
lateral photon scatter can be significant. Also, optimization of compen-
sators (wedges, etc.) is affected by the presence of lung tissue as the
increased dose to the corners of the breast, lateral to the lung, but can be
somewhat predicted by simplistic 1D equivalent path corrections.
However, the dose distribution to the chest wall itself is greatly affected by
the adjacent lung. Dosimetric improvement can be achieved if applying a
complex 3D plan utilizing multiple contours instead of simple contours
based on manual methods. Consequently, calculations to the chest wall
must be accurately calculated and therefore, the superposition/convolution
or Monte Carlo algorithms may be considered. The same recommendation
applies to post-mastectomy patients.

• Upper GI: The abdomen is a site relatively insensitive to the inclusion of
inhomogeneity corrections. Although it is tempting to suggest that one
need not be concerned with corrections for this site, one should remember
that the effects are highly dependent on the specific geometry. Transient
gas and barium are potential problems if observed on CT since they are
not stable and, therefore, corrections will not be representative of the
actual dose delivered to the patient. When barium contrast is used, the sig-
nal-enhanced volume can be contoured and its density can be overridden
(to unity) to remove any erroneous increased dose absorption due to the
high density of the contrast agent.

• Pelvis and Prostate: For points of interest well beyond the femoral heads,
even simplistic 1D equivalent path corrections are reasonable for point
dose estimates. The main limitation comes into play with the presence of
high-Z implanted hip prostheses. The user needs to evaluate whether the
algorithm properly accounts for the attributes of the high-atomic number.
For the most part, interface and lateral scattering issues are not a factor for
the pelvis region. See AAPM TG 6348 for a full description of issues
associated with high-Z hip prostheses.
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In summary:

(1) The physicist needs to understand the algorithm(s) that are within the
treatment planning system and monitor unit calculation programs.

(2) The physicist is strongly advised to test the planning system to ascertain
if the system can predict the common trends listed at the end of section
V. The physicist may use some of the benchmark data presented in
Tables 10 through 12 or within the references directly. The data pre-
sented in Tables 10 through 12 are also to be used by vendors of treat-
ment planning systems to test their algorithms. The Task Group
recommends that potential clients should ask a vendor for the results of
these calculations.

(3) The physicist is advised to measure benchmark data for his/her own
beam and compare with the calculated (planning system or hand calcu-
lations) data. If possible, the physicist may also use Monte Carlo calcu-
lations to support measured data.

(4) The physicist should understand the importance of the dose calculation
resolution grid. Its value is typically user selectable. As the resolution
decreases (e.g., 0.6 cm grid) the calculation gets faster but the effect of
the inhomogeneity is less resolved due to volumetric averaging. If the
dose needs to be accurately evaluated, especially in areas of steep dose
gradients and tissue interfaces, a high-resolution grid (e.g., 0.2 cm grid)
should be employed.

(5) The physicist should maintain an open dialogue with the clinician and
be clear on limitations of the planning system. If the clinician is com-
fortable with using corrections to dose prescriptions and dose distribu-
tions for inhomogeneities, then the following learning curve is
recommended. For each clinical site (e.g., left breast, right lung, larynx,
etc.), there should be 5 to 10 treatment plans generated, with and with-
out inhomogeneity corrections. The dose prescription should be the
same for both cases. The plans should be compared, with differences
highlighted in absolute dose and dose coverage. This should also be
repeated if a new algorithm is implemented or a new release of software
is received.

(6) The physicist should keep abreast of new algorithm developments and, if
evaluating the purchase of a new treatment planning system, be thor-
oughly informed as to the accuracy and adequacy of its ability to deal
with tissue inhomogeneities. The vendors should provide clear docu-
mentation of the inhomogeneity correction methods implemented in
their systems. The vendors also should be strongly encouraged to pro-
vide algorithm in-services at their user’s meetings.

(7) Since physicists usually teach residents, tissue inhomogeneity effects on
the doses delivered at the main clinical sites should be carefully dis-
cussed in residents’ physics didactic lectures. Comparative plans, as
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described in paragraph 5 above, are an important teaching tool and
physicists should advise residents to run them for themselves.

(8) The physicist should finally confirm that the method to calculate treat-
ment time or monitor units, whether it is derived by the treatment plan-
ning software, or with an alternative method, is accurate to deliver the
planned absolute dose to the point of interest.
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